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Abstract

To identify power system eigenvalues from measurement data, Prony analysis, Matrix Pencil (MP), and Eigensystem Realiza-
tion Algorithm (ERA) are three major methods. This paper reviews the three methods and sheds insight on the principles of the three
methods: eigenvalue identification through various Hankel matrix formulations. In addition, multiple channel data handling and
noise resilience techniques are investigated. In the literature, singular value decomposition (SVD)-based rank reduction technique
has been applied to MP and resulted in a reduced-order system eigenvalue estimation and an excellent noise resilient feature. In
this paper, ERA is refined using the SVD-based rank reduction to achieve superior performance. Further, a reduced-order Prony
analysis method is proposed. With this technique, Prony analysis can not only give reduced-order system eigenvalues, but also
become noise resilient. Four case studies are conducted to demonstrate the effectiveness of the eigenvalue identification methods,
including a tutorial example of an RLC circuit resonance, a power grid oscillation case study for a 16-machine 68-bus system, an
example of subsynchronous resonance (SSR) of a type-3 wind grid integration system, and real-world oscillation events captured
by Independent System Operator-New England (ISO-NE).
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Prony analysis; Matrix Pencil; Eigensystem Realization Algorithm; singular value decomposition; Hankel matrix; power system
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I. INTRODUCTION

Using measurement data, e.g., synchrophasors from Phasor Measurement Units (PMUs), to find out system dynamic
information is of practical interest [1]. One example is the identification of reduced-order system models. In the literature,
many of the current approaches in power system model reduction rely on the assumption that a high-order system model is
known. Following this assumption, methods such as balanced truncation and Krylov, are implemented to find reduced-order
models, e.g., [2], [3]. An alternative approach is to directly identify a reduced-order model based on measurements.

Identification of system eigenvalues based on measurements taken from dynamic events is a fundamental step towards a
reduced-order model identification. Three methods of electromechanical oscillation damping estimation, i.e., subspace method,
spectral independent component analysis, and wavelet transform, have been compared in a 2011 paper [4]. Curve fitting of
frequency-domain transforms is another approach for oscillation identification, e.g., [5].

An IEEE PES taskforce report [6] on electromechanical mode identification has been published in 2012. In Chapter 1 of this
report, Prony analysis, Matrix Pencil (MP), and Eigensystem Realization Algorithm (ERA) are discussed as the three major
linear system identification methods for ringdown time-domain signals captured for transient events.

Prony analysis was introduced to the power system oscillation mode estimation by J. Hauer [7]. As an extension, Prony
analysis based on multiple channel data was presented in [8]. In the authors’ prior work [9], multiple channel Prony analysis
was formulated as a weighted least squares estimation problem with the weights obtained from single-channel Prony analysis.

Using Matrix Pencil (MP) to estimate dynamic system eigenvalues for an electromagnetic transient response was presented in
[10], [11]. This method was applied to power systems in 2005 to estimate dominant oscillation modes from Western Electricity
Coordinating Council (WECC) frequency responses of 6 seconds [12]. In [13], MP and Prony analysis are compared for their
capabilities of modal extraction of noisy power system signals. MP has been proven to be more capable of mode extraction
than Prony analysis.

Eigensystem Realization Algorithm (ERA) for parameter identification and model reduction of dynamical systems was
introduced in 1985 [14] relying on system realization theory introduced by Gilbert [15] and Kalman [16]. Applying ERA in
power systems to find low-order models from time-domain simulation data has been investigated in [17].

All three methods form Hankel matrices from measurement data. In Prony analysis, a single Hankel matrix is formed, where
eigenvalues are found by identifying the real coefficients from the polynomial characteristic equation through least square
estimation (LSE). In MP and ERA, shifted Hankel matrices are formed and the relation between the two matrices are explored.
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In MP, the two matrices are related with system eigenvalues and a generalized eigenvalue problem is formed [14]. In ERA,
the two shifted Hankel matrices are related with system matrix A to find the eigenvalues.

While the 2012 Taskforce report offers a great guideline on the three methods, a thorough examination on their principles,
multiple data handling, noise resilient techniques, and applications in large-scale power grid dynamics and power electronic
converter penetrated system dynamics is of great importance. Further, data-driven modeling technique of dynamic mode
decomposition (DMD) and Koopman operator, which has been developed for fluid dynamics, was recently introduced to
the power systems [18]. DMD allows mode identification and coherent generator identification, and it also relies on shifted
Hankel matrix construction and singular value decomposition (SVD). Hence, a tutorial on Prony analysis, MP, and ERA is
deemed necessary.

The contribution of this paper is three-fold.
• First, this paper has reviewed and shed insight on the three major methods for eigenvalue identification applied in power

systems and identified the key technique of noise resilience as SVD-based rank reduction. SVD-based rank reduction
technique has been implemented in MP and achieved system order reduction and noise resilience [11], [19]. This
technique is implemented in ERA for one of the Hankel matrices [6]. In this paper, the rank reduction technique is
further implemented on the second Hankel matrix of ERA to achieve a superior performance.

• Second, Prony analysis method is improved to achieve reduced-order system eigenvalue identification and noise resilience.
Prony analysis is known to be sensitive to system order assumptions. If the system order is assumed to be low, the
reconstructed signal based on the identified eigenvalues poorly matches the original signal, especially for noisy signals. In
this paper, two techniques are employed, namely, Hankel matrix rank reduction and eigenvalue reduction. The reduced-
order Prony analysis method gives comparable performance as MP and ERA. While similar improvement has been made
in [20] in 2004, the effect of Hankel matrix rank reduction on the eigenvalue distribution was not examined then. In this
paper, a radical change of eigenvalue distribution is demonstrated as the effect.

• Third, this review paper extends the application scope of those methods. While almost all previous literature focuses on
power grid electromechanical oscillations, this paper demonstrates that the methods can be applied to detect a wide range
of dynamics, including both electromechanical dynamics and electromagnetic dynamics. Three case studies, including an
RLC circuit example for electromagnetic dynamics, a large-scale power grid oscillation example for electromechanical
dynamics, and a type-3 wind subsynchronous resonance (SSR) example for electromagnetic dynamics, clearly demonstrate
the effectiveness of the three methods. Further, the capability of the proposed methods is validated by analyzing real-world
oscillation events provided by Independent System Operator-New England (ISO-NE).

The remaining sections are organized as follows. Section II presents the principles of the three methods. Section III proceeds
to the model reduction techniques used in the literature for MP and the innovation of Prony analysis improvement using Hankel
matrix rank reduction technique. Section IV presents case studies. Section V concludes the paper.

II. PRINCIPLES OF THE THREE METHODS

A. Prony Analysis

Consider a Linear-Time Invariant (LTI) system with the initial state of x(0) = x0, where x ∈ Rn is the stator variable
column vector. The dynamic model can be expressed as the follows.

ẋ(t) = Ax(t), y(t) = Cx(t) (1)

where y ∈ R is a scalar output, A ∈ Rn×n and C ∈ R1×n are system dynamic and measurement matrices. The order of the
system is n if A is full rank. Notations λi, pi, and qi represent the i-th eigenvalue, the corresponding right eigenvector, and
the left eigenvector of A respectively. The scalar output y can be represented as:

y(t) =

n∑
i=1

C(qTi x0)pi︸ ︷︷ ︸
Ri

eλit, (2)

where Ri is named as a residual.
The observed or measured y(t) consists of N + 1 samples which are equally spaced by ∆t. The samples are notated as

yk = y(tk), k = 1, · · · , N . kth sample yk can be written in the exponential form as:

yk = y(tk) =

n∑
i=1

Riz
k
i , k = 0, · · · , N, (3)

where zi = eλi∆t, and zi is the ith eigenvalue of the system in discrete time domain. z1, z2, · · · zn are the roots of the n-th
characteristic polynomial function of the system:

zn − (a1z
n−1 + a2z

n−2 + ...+ anz
0) = 0. (4)

While the roots may be complex numbers, the system polynomial coefficients ai are real numbers.
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From (4), the linear prediction model can be obtained.

zn = a1z
n−1 + a2z

n−2 + ...+ anz
0 (5)

⇒yn = a1yn−1 + a2yn−2 + ...+ any0 (6)

A vector of the signal samples from step n to step N can be expressed as an overdetermined problem or LSE problem (7).
yn
yn+1

...
yN


︸ ︷︷ ︸

Y

=


yn−1 yn−2 · · · y0

yn yn−1 · · · y1

...
...

. . .
...

yN−1 yN · · · yN−n


︸ ︷︷ ︸

H


a1

a2

...
an


︸ ︷︷ ︸
a

(7)

H is a Hankel matrix of (N + 1− n)× n dimension. The best estimate of a is found from the following normal equation.

â = H†Y (8)

where H† notates the Moore-Penrose pseudoinverse of H which is defined as: H† = (HTH)−1HT , and the superscript T
represents transpose. The eigenvalues of the discrete system zi can be found by seeking the roots of the polynomial (4), while
those of the continuous system λi can be found as log zi

∆t .
To find the residuals Ri, Equation (3) is examined. It can be expressed as another LSE, shown in (9).

z0
1 z0

2 · · · z0
n

z1
1 z1

2 · · · z1
n

...
...

...
...

zN1 zN2 · · · zNn



R1

R2

...
Rn

 =


y0

y1

...
yN

 (9)

Solving (9) leads to the estimation of Ri. With this information, the signal can be reconstructed using (3).
Multiple channel consideration: Incorporating multiple measurement data has been introduced in [8]. Consider that the

power system data has K channels which are obtained from the same period of time. For k-th channel (k = 1, · · · ,K), the H
matrix and Y vector can be formulated for every channel of the given data and notated as H(k) and Y (k). Then the a vector
can be obtained by solving the following estimation problem.[

(H(1))T (H(2))T · · · (H(K))T
]T
a

=
[
(Y (1))T (Y (2))T · · · (Y (K))T

]T (10)

B. Matrix Pencil

Consider a single measurement output, in MP, two shifted Hankel matrices H1 and H2 are used. A Hankel matrix is
formed in (11). Deleting the last row results in H1 while deleting the first row results in H2. Both matrices are of dimension
(L+ 1)× (N − L).

H =


y0 y1 · · · yN−L−1

y1 y2 · · · yN−L
...

...
. . .

...
yL yL+1 · · · yN−1

yL+1 yL+2 · · · yN


(L+2)×(N−L)

(11)

H1 = H(1 : L+ 1, :) (12)
H2 = H(2 : L+ 2, :) (13)

H1 can be decomposed and expressed as follows.

H1 = PβQ (14)

where P ∈ R(L+1)×n, β ∈ Rn×n, and Q ∈ Rn×(N−L).
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P , Q, and β are defined as follows.

P =


1 1 · · · 1
z1 z2 · · · zn
...

...
...

zL1 zL2 · · · zLn

 , Q =


1 z1 · · · zN−L−1

1

1 z2 · · · zN−L−1
2

...
...

...
1 zn · · · zN−L−1

n

 ,
β = diag([R1, R2, · · · , Rn]).

(15)

H2 can be expressed as:
H2 = PZ0βQ (16)

where Z0 is a diagonal matrix:
Z0 = diag([z1, z2, · · · , zn]). (17)

A generalized eigenvalue problem can be formulated based on the two shifted Hankel matrices. The eigenvalue z that can make
zH1 −H2 to have a rank less than n must be one of the system eigenvalues zi. This point can be proven by the following.

zH1 −H2 = zPβQ− PZ0βQ = P (zI − Z0)βQ. (18)

Hence, if z = zi, zH1 −H2 will have a rank less than n. Thus, z can be found by solving an ordinary eigenvalue problem:

zI −H†1H2. (19)

Since H1 and H2 are Hankel matrices with rank n, SVD-based rank reduction can be performed on the two matrices. The
rank reduction makes the eigenvalue identification robust against noise.

a) SVD-based rank reduction: SVD-based rank reduction is briefly described here. A thin matrix A ∈ RM×N with rank
of N can be decomposed as the follows.

A = UASAV
T
A (20)

where UA ∈ RM×M and VA ∈ RN×N are two unitary matrices. SA ∈ RM×N is a diagonal matrix with singular values of A
(σA1 ≥ σA2 · · · ≥ σN ≥ 0) as diagonal components. The rank reduction technique can be applied to (20) as follows.

A =
[
UA1 UA2

] [SA1 0
0 SA2

] [
VA1 VA2

]T
(21)

where UA1 ∈ RM×n, UA2 ∈ RM×(M−n), SA1 ∈ Rn×n, SA2 ∈ R(M−n)×(N−n), VA1 ∈ RN×n and VA2 ∈ RN×(N−n). The
reduced rank matrix A′ is obtained as the following:

A ≈ A′ = UA1SA1V
T
A1 (22)

where A′ has the same dimension of A. However, its rank is reduced to n.
SVD-based rank reduction can be applied to the Hankel matrix H in (11). The Hankel matrix is now expressed as follow.

H(L+2)×(N−L) = USV T (23)

where U ∈ R(L+2)×n, S ∈ Rn×n, V ∈ R(N−L)×n. The two shifted Hankel matrices can be expressed as follows.

H1 = U1SV
T (24)

H2 = U2SV
T (25)

where U1 is the first (L+ 1) rows of U and U2 is the last (L+ 1) rows of U .
Equation (18) can be expressed as follows.

zH1 −H2 = (zU1 − U2)SV T . (26)

Hence, zi can be found as the eigenvalues of U†1U2.
b) Multiple channel consideration: Multiple channel handling technique is introduced in [21].

For each channel, two shifted Hankel matrices will be formed. Notate H(k)
1 and H

(k)
2 as the Hankel matrices based on

channel k. The aggregated Hankel matrices are as follows.

H1 =
[
H

(1)
1 , H

(2)
1 , · · · , H(K)

1

]
(27)

H2 =
[
H

(1)
2 , H

(2)
2 , · · · , H(K)

2

]
(28)
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The two Hankel matrices can be decomposed in the similar aforementioned way.

H1 = PβQ (29)
H2 = PZ0βQ (30)

where P and Z0 are defined the same as those in (15) and (17). β and Q are defined as the aggregated ones. Consider β(k)

and Q(k) as those formed based on k-th channel. Then the aggregated matrices are as follows.

β =
[
β(1) β(2) · · ·β(K)

]
(31)

Q = diag([Q(1), Q(2), · · · , Q(K)]). (32)

The system roots zi can be obtained as the generalized eigenvalues that make the following matrix rank less than n:

zH1 −H2 (33)

Similarly, SVD rank reduction can be applied to H1 and H2. Based on those rank-reduced matrices, the eigenvalues will be
found.

C. Eigensystem Realization Algorithm

Eigensystem realization algorithm (ERA) assumes that the dynamic response is due to an impulse input [6]. Consider a
Linear-Time Invariant (LTI) system in discrete domain as the following:

xk+1 = Axk +Buk, yk = Cxk +Duk (34)

where y ∈ RK×1 is defined as the output column vector of the system with K output channels, A ∈ Rn×n, B ∈ Rn×1,
C ∈ RK×n, and D ∈ RK×1 are system matrices. Assuming x0 = 0, the system response due to an impulse input (u0 = 1,
uk = 0, k > 0) can be found as follows.

x0 = 0, y0 = D

x1 = B, y1 = CB

x2 = AB, y2 = CAB

· · ·
xk = Ak−1B, yk = CAk−1B

(35)

Two shifted Hankel matrices are formed as follows.

H1 =


y1 y2 · · · yL
y2 y3 · · · yL+1

...
...

. . .
...

yN−L+1 yN−L+2 · · · yN


K(N−L+1)×L

H2 =


y2 y3 · · · yL+1

y3 y4 · · · yL+2

...
...

. . .
...

yN−L+2 yN−L+3 · · · yN+1


K(N−L+1)×L

(36)

It can be seen that the Hankel matrices can be decomposed as follows.

H1 =


CB CAB · · · CAL−1B
CAB CA2B · · · CALB

...
...

. . .
...

CAN−LB CAN−L+1B · · · CAN−1B

 (37)

=


C
CA

...
CAN−L


︸ ︷︷ ︸

O

[
B AB · · · AL−1B

]︸ ︷︷ ︸
C

(38)

H2 = OAC (39)

where O is the observability matrix and C is the controllability matrix.
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Note that the two matrices are of the following dimensions:

O ∈ RK(N−L+1)×n

C ∈ Rn×L

ERA employs SVD and further rank reduction to find two matrices to realize O and C. First, SVD is conducted for H1 and
the resulting matrices are marked with their dimensions as follows.

H1 = USV T ,

where U ∈ RK(N−L+1)×K(N−L+1),

S ∈ RK(N−L+1)×L, V ∈ RL×L
(40)

Only n components of diag(S) will be kept to construct the reduced-rank Hankel matrix H ′1.

H ′1 = U(:, 1 : n)︸ ︷︷ ︸
U ′

S(1 : n, 1 : n)︸ ︷︷ ︸
S′

(V (:, 1 : n)︸ ︷︷ ︸
V ′

)T

U ′ ∈ RK(N−L+1)×n,

S′ ∈ Rn×n, V ′ ∈ RL×n

(41)

Similarly, rank reduction may also be applied to H2 to have a low-rank Hankel matrix H ′2. It is worth to mention that this
step on H2 rank reduction is not used in [6]. Rank reduction for H2 leads to a superior performance as demonstrated in the
case studies in Section IV. From the reduced-rank Hankel matrix, the observability and controllability matrices can be realized
as follows.

O = U ′S′
1
2 , C = S′

1
2 (V ′)T (42)

Thus, the system matrix A can be realized through the use of (39).

A = S′−
1
2U ′TH ′2V

′S′
− 1

2 (43)

From A, eigenvalues of the discrete system can be found.

III. ORDER REDUCTION TECHNIQUES

The objective is to obtain eigenvalues of a low-order system. SVD rank reduction has been employed in MP and the order
of the system can be specified. Performance of MP is excellent in terms of noise handling. One reason is that SVD-based
reduction rules out many small singular values which are related to noise. With this procedure, MP is shown to have a better
performance over Prony analysis [11]. This point is also validated for power system oscillation studies in [13].

In this section, SVD rank reduction technique is explored to improve the performance of Prony analysis.
In [11], Hankel matrix rank reduction is suggested for Prony analysis to better handle noise. On the other hand, the dimension

of the Hankel matrix is the same even if the rank reduction was applied. In the following, an RLC circuit example is presented
to first illustrate the effect on eigenvalue distribution with Hankel matrix rank reduction. As a consequence of rank reduction,
distribution of eigenvalues has a radical change. The dominant eigenvalues and the non-dominant eigenvalues become clearly
separated. With this effect, the non-dominant eigenvalues are further eliminated. Thus, a low-order system is identified. Similar
improvement for Prony analysis has been presented in [20]. However, the effect of rank reduction on eigenvalue distribution
is not demonstrated.

A series RLC circuit shown in Fig. 1 is used as an illustrative example. A step change in the source voltage is applied at
t = 0 second, the current and the capacitor voltage are chosen as the measurement. The current i and voltage Vc in Laplace
domain are expressed as follows.

i =
C

LCs2 +RCs+ 1

Vc =
1

s(LCs2 +RCs+ 1)

(44)

Obviously, the two signals have different number of eigenvalues. The current has two poles: λ ≈ − R
2L ± j

1√
LC

. The voltage
has these two poles and an additional pole as 0.

The sampling rate is 0.001 s for the measurement data. The number of samples in 0.1 seconds is 101 (N = 101). The
system is assumed to have an order of 33. As a result, the Hankel matrix dimension is 68× 33. As a comparison, order 3 is
assumed for another case. The resulting Hankel matrix has a dimension of 98 × 3. For each order assumption, signals with
and without noise (0.3 pu uniformly distributed) are examined. Fig. 2 presents the two cases when order is assumed as 33,
and Fig. 3 presents the two cases when the order is assumed as 3.
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It can be seen that when the signals have no noise pollution, Prony analysis with different order assumptions correctly
reflects the eigenvalues (Figs. 2a and 3a). The reconstructed signals match the original signals well. From Fig. 2a, it can also
be observed that if the Hankel matrix has a low rank, the resulting identified eigenvalues distribute on the real and imaginary
space with an obvious pattern. The system modes (0, −37.7± 2π37.47) are clearly separated from the other modes.

When the signals are polluted with noise (Figs. 2b and 3b), it can be seen that the reconstructed signals match the original
ones well when the order is assumed high. If a low order is assumed, the match is poor. In addition, the identified eigenvalues
for the 33 order system no longer have a clear pattern when there is noise. The 37 Hz LC resonance mode is located more
towards the left half-plane (LHP) compared to several other modes.

Rank reduction on the Hankel matrix has a significant effect. Using the same noise polluted signals shown in Fig. 2b and
applying rank reduction on the corresponding 68 × 33 Hankel matrix, the resulting rank-3 Hankel matrix leads to system
eigenvalues (shown in Fig. 4a) with a similar pattern as that shown in Fig. 2a. The three dominant eigenvalues are clearly
separated from the rest. As a step further, only the three dominant eigenvalues are kept. The reconstructed signals are shown
in Fig. 4b. It can be seen that the reconstructed signals are substantially smoother compared to those in Fig. 4a.

Remarks: A reduced-order Prony analysis has been developed using Hankel matrix rank reduction and eigenvalue reduction
techniques. The improved Prony analysis shows that it can correctly identify the system poles from noisy signals.

IV. MORE CASE STUDIES

Three more case studies are presented in this section, namely, large-scale power grid oscillations, SSR in type-3 wind
generator interconnected with series compensated networks, and real-world oscillation events. All of the proposed methods
and simulations are implemented in MATLAB. The measurement data for the 16-machine 68-bus system are generated using
the power system toolbox (PST) [22], which is a MATLAB-based power system dynamic simulation. The measurement data
for the type-3 wind SSR and the real-world oscillation events are generated using a MATLAB/SimPowerSystems testbed and
MATLAB, respectively.

A. Power Grid Oscillations

The 16-machine 68-bus test case system (shown in Fig. 5) is used for eigenvalue estimation of large-scale power grid
oscillations. This system represents the New England Test System (NETS)-New York Power System (NYPS) interconnected
system [23] and has five areas. NETS is represented by area 4 which has generators G1 to G9, while NYPS is represented by
area 5 which has generators G10 to G13. Three other areas have equivalent generators G14 to G16.

Simulation results are produced by power system toolbox (PST) [22]. The dynamic event applied is a three-phase fault on
line 29-28 at Bus 28 side. It is cleared in 0.01 seconds and the line is tripped after another 0.05 seconds. Dynamic simulation
data after the line tripping are used for eigenvalue estimation.

The network assumes algebraic voltage and current relationship, while the 16 machines are modeled as second-order system.
Small signal analysis of PST gives 32 eigenvalues. Among them, four pairs of complex conjugate eigenvalues correspond to
inter-area oscillation modes with frequency in the range of 0.3 Hz to 0.8 Hz.

In this case study, eigenvalues from a reduced-order system are sought based on measurements. First, the system is assumed
to have an order of 10 as this five-area system is known to be represented by five equivalent generators, each of two orders
[3].

Two voltage deviation signals in different areas (Bus 5 in Area 4 and Bus 67 in Area 1) are chosen for eigenvalue estimation
and signal reconstruction. Those two signals are re-sampled with sampling time interval of 0.02 s. Further, Bus 67’s signal is
scaled up 100 times to be in the same order as that from Bus 5. The time periods for all tests are 10 seconds.

Traditional Prony analysis without rank reduction cannot give adequate reconstructed signals even with high orders. Therefore,
the proposed reduced-order Prony analysis is applied. The number of samples is N = 486 for each measurement data. The
Hankel matrix width for the rank reduced Prony analysis is set to be 250. The L parameter for MP and ERA is chosen as 180.
Reduced-order Prony analysis can provide accurate reconstructed signals as MP and ERA, shown in Fig. 6a. The estimated
eigenvalues of the three methods are shown in Fig. 6b. It can be seen that all three methods give accurate signal matching
results. In addition, seven eigenvalues, including one at the origin, three modes at 0.37 Hz , 0.6 Hz, and 0.78 Hz, are identified
by all three methods.

Further order reduction is applied to test the capability of each method. The number of the order is reduced to be 4.
Fig. 7 presents the estimation results when the order is assumed as 4. It can be seen that ERA and reduced-order Prony lead

to good signal matching results. Two inter-area oscillation modes are identified by these two methods. On the other hand, MP
does not give good signal matching results. MP identifies one mode in the inter-area oscillation frequency range, and two real
eigenvalues with one at the origin and another further left.

Remarks: The three methods can all give reduced-order eigenvalues for power grid oscillation case study. Reduced-order
Prony and ERA show stronger capability in handling reduced-order systems compared to MP.
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B. Type-3 Wind SSR
While the previous case study is related to large-scale power grid on low-frequency oscillation, this case study is on type-3

wind SSR dynamics. This type of phenomena appears when large wind farms are integrated into series compensated network
[24]. The SSR is related to the LC resonant mode, induction generator effect, and converter controllers [25]. Frequency of
SSR ranges from several Hz to nominal frequency.

A testbed of a type-3 wind interconnected with a series compensated network is shown in Fig. 8.
A 1.5 MW DFIG wind turbine is connected to a 50 Hz system through two parallel lines. One line has series compensation.

The compensation level of the line is 10%. At t = 5 s, the line without series compensation is tripped. The compensation
level of the entire system, considering the transformer reactance XT1 and the wind turbine leakage reactance, is approximately
4%. This will result in SSR of 0.2 pu frequency or 10 Hz in the abc frame. For variables with constant values at steady-state,
e.g., magnitudes of voltage or current and power, the oscillation frequency will be 50 Hz. Fast Fourier Transformation (FFT)
analysis shows that the oscillation indeed has a frequency of 10 Hz in abc voltages and currents. In real power, the oscillation
frequency is 50 Hz.

The simulation is carried out in MATLAB/SimPowerSystems. Fig. 9a shows the simulation results of grid currents IB120,
line currents IBg, rotor-side converter (RSC) currents Irsc, and grid-side converter (GSC) currents Igsc. Fig. 9b gives the phase
A current from the grid, its FFT plots, real power from the wind P and its FFT plots. It can be seen that 10 Hz oscillations
appear in the current, while 50 Hz oscillations appear in the power.

The real power and reactive power measurements from 5 seconds to 5.15 seconds are analyzed for eigenvalue estimation.
The sampling rate is 50 µs. The number of samples taken is 3001. For matrix Pencil and ERA, the parameter L related to
Hankel matrix formulation is chosen to be 1000. The Hankel matrix width of rank reduced Prony analysis is 2200.

The simulation testbed includes electromagnetic dynamics of line and grid, induction generators, RSC controls, GSC controls,
GSC converter filters, phase-locked loop, dc-link capacitor as well as wind turbine mechanical dynamics. The order of the
dynamic system is approximately 30.

Two orders are tested for reduced-order system eigenvalue estimation: 10 and 4. Fig. 10a presents the reconstructed signals
and the estimated eigenvalues when the order is assumed as 10. Fig. 10b presents the reconstructed signals and the estimated
eigenvalues when the order is assumed as 4.

It can be observed that all three methods can give an accurate identification of the dominant mode at 50 Hz. When the
order assumption is 10, MP and ERA give a slightly better signal matching for real power. When the order assumption is
4, all three methods give similar signal matching results. While the 50 Hz dominant eigenvalues are identified by all three
methods, MP and ERA show an additional pair of complex conjugate eigenvalues located close to the origin. On the other
hand, reduced-order Prony analysis shows two real eigenvalues with one at the origin and the other further left.

Remarks: Dominant eigenvalues can be identified with accuracy. All three methods give similar performance in identifying
eigenvalues of reduced-order systems.

C. Real-World Oscillation Events
In order to validate the effectiveness of the proposed methods, real-world oscillation events are analyzed. A test cases library

of power system oscillations is presented in [26], and the real-world oscillation data can be found in [27]. The oscillation
events are captured by Independent System Operator-New England (ISO-NE), which is a part of the eastern interconnection
in the United States. PMU measurements are collected from different locations of the ISO-NE system during the oscillatory
events. Two oscillation events are investigated and analyzed in this paper. The simulation results are carried out in MATLAB.

c) Oscillation Event 1 : Oscillation Event 1 occurred in June 17, 2016 with a dominant mode of 0.27 Hz due to an
issue of a generator in the southern area of the eastern interconnection which is out of the ISO-NE area [27]. The PMU
measurements are provided for the first 3 minutes of this oscillation event. Phase-to-ground voltage magnitudes are shown in
Fig. 11a. Two voltage signals from different substations are selected: Signal 5 (Substation 2) and Signal 13 (Substation 5).
The voltage measurements from 40 to 60 seconds are analyzed to detect the inter-area oscillation. The sampling rate is 0.034
seconds, and the number of samples is 601. The Hankel matrix width of the reduced-order Prony analysis is 280, while L
parameter for ERA and MP is 200.

First, the system order is assumed as 15 to test the ability of the three methods to identify the inter-area oscillation. All of
the three methods can provide accurate reconstructed signals compared to the original measurements as shown in Fig. 12a.
The estimated eigenvalues are presented in Fig. 12b. It can be seen that the three methods can identify the oscillation mode
of 0.27 Hz. The proposed Prony analysis has the dominant mode on the right half-plane (RHP), and the refined ERA has the
dominant mode far right compared to the other modes. On the other hand, MP has three additional pair of complex conjugate
eigenvalues on the RHP along with the dominant mode. This gives an advantage to the proposed Prony analysis and ERA
which can clearly detect the inter-area oscillation mode.

In addition, the system order is reduced to be 3 to investigate the effect of the order assumptions. Fig. 13 presents the
reconstructed signals and the estimated eigenvalues of the three methods when the order is assumed as 3. It can be observed
that the three methods have adequate reconstructed signals compared to the original signals. Also, all of the three methods can
identify the dominant mode of 0.27 Hz.
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d) Oscillation Event 2: Oscillation Event 2 occurred in October 3, 2017 due to an issue of a generator governor outside
of the ISO-NE, and it has three dominant modes of 0.08, 0.15, and 0.31 Hz [27]. Six minutes of this oscillatory event are
provided from PMU data. Those PMU measurements contain some bad data which should be removed to get the correct
signals. Fig. 11b presents the phase-to-ground voltage magnitude of this event. To identify the inter-area modes, the voltage
measurements from 270 to 300 seconds are analyzed, and all of the signals are considered in this case. The number of samples
is 901, and the sampling rate is 0.034 seconds. The Hankel matrix width of the three methods is 400.

To examine the capability of each method, the system order is assumed as 15. All of the three methods have accurate
reconstructed signals as shown in Fig. 14a. The estimated eigenvalues of this case are shown in Fig. 14b. It can be seen that
the proposed Prony analysis and ERA clearly have the three dominant modes on the RHP. In contrast, MP has two dominant
modes (0.15 and 0.31 Hz) on the RHP and one mode of 0.08 Hz on the LHP which can be challenging to identify the dominant
modes for this method. It should be noted that the three methods have one additional pair of complex conjugate eigenvalues on
the RHP. Lower orders such as 3 or 4 cannot provide accurate reconstructed signals and may not detect some of the inter-area
oscillations of Event 2. Note that order 15 is the lowest order that can obtain well-matched reconstructed signals in this case.

Remarks: The dominant modes of the real-world oscillation events can be identified with accuracy. Reduced-order Prony
analysis and ERA have a superior performance in identifying the dominant modes compared to MP.

D. Development Discussion and Future Research

The three measurement-based identification methods are investigated in this paper. Prony analysis method is improved to
achieve reduced-order system eigenvalue identification and noise resilience. Traditional Prony analysis cannot obtain adequate
reconstructed signals and detect the inter-area oscillations with low order assumptions especially in the case of noisy signals as
discussed in Section III. Fig. 15 presents a comparison of the traditional and proposed Prony analysis using the 16-machine 68-
bus test case system with assumed order of 10. It can be seen that the proposed Prony analysis has a better signal reconstruction
and eigenvalue estimation compared to the traditional method. When the order is assumed as 4, traditional Prony analysis is
not able to obtain a proper result. It also cannot work out the type-3 wind SSR system and the real-world oscillation events
with low order assumptions.

In addition, traditional ERA Hankel matrices are improved to handle multi-channel data, and the rank reduction technique
is applied to the second shifted Hankel matrix of ERA to enhance its performance. A comparison between the traditional
and proposed ERA on the 68-bus system is presented in Fig. 16 considering one signal (Bus 67) since the traditional method
cannot handle more than one signal. It can be observed that the proposed ERA has a better signal matching and eigenvalue
estimation compared to the traditional one. Also, it should be noted that the proposed ERA can obtain a better eigenvalue
distribution when more than one signal is analyzed. Traditional ERA is not able to identify the dominant modes of the type-3
wind SSR system and the real-world oscillation events with low orders.

Hence, the reduced-order Prony analysis and refined ERA have a better performance in detecting the inter-area oscillation
modes and providing the reconstructed signals compared to the traditional approaches.

Different order assumptions are tested and investigated in this paper. The chosen order should be low to adequately identify
the dominant modes. The best order assumption is the lowest order that can provide accurate reconstructed signals. This lowest
order can clearly detect the inter-area oscillation modes. Order assumptions from 3 to 20 are most effective orders with different
systems and PMU measurements, and the lowest one which can provide well-matched signals should be chosen.

The computational time of the three methods is compared as shown in Table I. The three methods have similar CPU time
when the number of samples are not large, while MP has a better CPU time compared to reduced-order Prony analysis and
ERA in the case of the large number of samples. Although MP is faster in this case, the proposed Prony analysis and ERA
have a superior result. It can also be seen that the reduced-order Prony analysis and MP are faster compared to ERA when
the number of analyzed signals is large.

Prony analysis, MP, and ERA have proven their capabilities to identify the inter-area oscillation modes in different power
system applications including real-world oscillatory events. The methods may lead to future research on constructing reduced-
order dynamic system models. For example, ERA method can reveal the system dynamic matrix with a certain order as well
as dominant modes, without prior information of the system. Thus, a dynamic system with this order can be constructed with
structures known and parameters to be tuned. Optimization methods may be employed to tune these parameters to have the
eigenvalues of the reduced-order dynamic system locating as close as possible to the identified eigenvalues. With this research,
generator parameters such as inertia constant, damping coefficients, and regulation speed constant can be estimated.

V. CONCLUSION

This paper examines the principles, multi-channel data handling, noise resilience techniques of three eigenvalue identification
methods used in power systems: Prony analysis, Matrix Pencil (MP), and Eigensystem Realization Algorithm (ERA). SVD-
based rank reduction technique is identified as the key to noise resilience and order reduction. Accordingly, ERA method
is refined by applying SVD-based rank reduction on both Hankel matrices. A reduced-order Prony analysis method through
Hankel matrix rank reduction is invented. The new Prony analysis can accurately identify system eigenvalues from noisy
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signals. Four case studies are presented to illustrate the three methods, including a tutorial example on RLC circuit resonance,
a large-scale power grid oscillation example, a type-3 wind SSR example, and real-world oscillation events. The case study
results demonstrate the efficacy of all three methods in accurate eigenvalue identification.
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Fig. 2: RLC circuit reconstructed signals and estimated eigenvalues with assumed order of 33. (2a) without noise. (2b) with noise.
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Fig. 3: RLC circuit reconstructed signals and estimated eigenvalues with assumed order of 3. (3a) without noise. (3b) with noise.
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Fig. 4: Reduced-order Prony analysis results of the RLC circuit. (4a) with Hankel matrix rank reduction. (4b) with rank reduction and eigenvalue reduction
techniques.

 

Fig. 5: 16-machine 68-bus test case system [23].
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Fig. 6: Large-scale power grid oscillation signal reconstruction and eigenvalue estimation. Order is 10.
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Fig. 7: Large-scale power grid oscillation signal reconstruction and eigenvalue estimation. Order is 4.
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Fig. 8: Type 3 wind generator SSR testbed.
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Fig. 9: Simulation results. (9a) Currents: grid, line, RSC and GSC. (9b) Grid current FFT and real power FFT.

TABLE I. CPU TIME COMPARISON OF THE THREE METHODS

System Number of Number of Simulation CPU

Samples Signals Time (s) Time (s)

Prony ERA MP

NETS-NYPS 486 2 10 0.4531 0.4688 0.4063

Type-3 Wind SSR 3001 2 10 62.0156 62.8281 6.1875

ISO-NE (Event 1) 601 2 20 0.5625 0.5625 0.4375

ISO-NE (Event 2) 901 25 30 18.7188 47.2031 18.2969
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Fig. 10: Comparison of reconstructed signals and the estimated eigenvalues.
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Fig. 11: Phase-to-ground voltage magnitudes during the oscillatory events. (11a) Event 1. (11b) Event 2.
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Fig. 12: Signal reconstruction and eigenvalue estimation of Event 1 with assumed order of 15.
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Fig. 13: Signal reconstruction and eigenvalue estimation of Event 1 with assumed order of 3.
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Fig. 14: Event 2 signal reconstruction and eigenvalue estimation.

0 2 4 6 8 10
-0.02

-0.01

0

0.01

0.02

B
us

 5

0 2 4 6 8 10
Time (s)

-0.05

0

0.05

B
us

 6
7

Original
Traditional Prony
Proposed Prony

(a)

-300 -250 -200 -150 -100 -50 0 50
Real

-20

-15

-10

-5

0

5

10

15

20

25

Im
ag

in
ar

y 
(H

z)

Original
Traditional Prony
Porposed Prony

-8 -6 -4 -2 0

-2

0

2

(b)

Fig. 15: Comparison of tranditionl and proposed Prony analysis on the 68-bus system.
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