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Abstract—The objective of this engineering problem is to determine the size of a battery energy storage system (BESS) and number of photovoltaic (PV) panels to be installed in a building with Heating Ventilation and Air Conditioning systems (HVACs) as the main load. The building is connected to the power grid where electricity price is varying at different hours. This engineering problem is formulated as an optimization problem with a goal to achieve minimum installation cost and operation cost while satisfying room temperature requirements. Stochastic PV outputs are taken into consideration as well. The mathematical problem formulated is a large-scale mixed integer linear programming (MILP) problem. To improve the solving speed, two Benders Decomposition strategies are applied to solve this stochastic MILP problem. The optimization problem will lead to the battery energy capacity, power limit, number of PV to be installed, as well as the on/off status of HVACs over eight hours. The contribution of this paper is the implementation of Benders decomposition methods to reduce the computation complexity. Parallel computing structure and maximum feasible subsystem cut generation strategy have been exploited and implemented in this research.

Index Terms—HVAC, Battery, Demand Response, Bender Decomposition

I. INTRODUCTION

Demand response at the load side attracts interest to the industry. With peak demand reduced through demand response, construction of new power plants can be delayed [1]. Residential and commercial building are one of the major loads during peak hours. According to [2], 40% to 60% of peak loads are commercial and residential building loads.

HVACs are the main component of the building loads. Due to its thermal storage capability, HVACs have been considered for demand response [3]. Many buildings have roof tops with PV panels installed to harvest solar energy. These PV panels can be used to power the HVAC units. Due to PV power’s intermittent nature, BESS are often time used along with PV panels. The BESS can mitigate the fluctuation of renewable output. Further, the output of BESS is controllable. Hence the integrated system with PV, BESS and the building can be treated as a controllable load to realize demand response, e.g., peak shaving, valley filling, and responding to time-varying electricity prices [4].

A. Mathematic programming problem formulation

This paper deals with planning BSEE and PV panels for a building with HVACs as the main load. Sizing a BSEE to accommodate varying load and/or energy sources has been investigated in the literature [5]–[13]. Based on the time frame of cycling requirements, the applications of battery storage can be classified into real-time, intra-hour, intra-day and slow varying [13]. For example, the frequency of cycling for intra-day applications is at about every several hours. That is, a battery will be charged and discharge once per several hours. The applications in [6]–[12] are all related to intra-day applications. Several methods have been used in determining battery size. In [13], battery size is determined by cycling requirements. In [5], probabilistic methods are used to determine the size of a battery. In [10], size is determined using risk analysis method. [8] determines the size of a BESS through time-domain simulation. A major portion of the literature, however, takes the mathematical programming problem formulation approach, e.g., [6], [9], [11], [12]. Further, stochastic programming approach is adopted in [9].

In this paper, we further consider HVAC load in the BESS and PV sizing problem. In addition, the integrated BESS, PV and HVAC system will participate in demand response. Therefore, the integrated system will react based on the electricity price.

An HVAC system’s control inputs include input air pressure and temperature setting. Sophisticated dynamic models with air pressure and temperature setting as the inputs have been adopted in thermal energy storage studies [14], [15]. In electric power planning and operation studies, a simplified thermal dynamic model of first-order is usually adopted, e.g., [16]–[18], where the HVAC control input is simplified as on/off status. The on/off status is determined simply by a price comparison rule in [16] while in [17], [18], mixed integer programming (MIP) problems are formulated for the decision making process and the problems are solved by heuristic methods. In [19], HVAC loads are modeled as continuously controllable loads. Such a model is overly optimistic and does not capture HVAC’s operation characteristics. In this research, the first-order thermodynamic model with on/off input is adopted.

In addition to HVAC modeling, stochastic PV output should also be modeled. Uncertainty is usually modeled using stochastic scenarios, e.g., [20]–[22]. To have a reasonable representation of stochastic, numerous scenarios are usually created. This leads to a large-scale optimization problems.
B. Large-scale MILP problem solving techniques

With HVAC on/off status considered, binary variables are introduced into the programming problems and large-scale MILP problems are expected. Solving large-scale MILP problems is a challenging task. Computing time increases quickly when the dimension of the problem increases if commercial solvers (CPLEX [23] or Gurobi [24]) are adopted.

Alternatively, heuristic methods, e.g., genetic algorithm, have been adopted in the literature for large-scale MILP problems [19]. Heuristic methods do not guarantee a global optimum. They have the similar scalability issues as commercial solvers.

A better approach is to develop customized algorithm to be used along with commercial solvers. For example, branching and bound solving strategy is applied in [25] for task scheduling while Benders decomposition is applied in [26] for unit commitment. Among the two methods, Benders decomposition is a well-known efficient algorithm to handle large-scale MIP problems. Applications of Benders decomposition are plenty in power systems, e.g., unit commitment considering wind [26], optimal power flow considering uncertainty [27], transmission planning considering wind [28].

Benders decomposition technique separates decision variables into two categories and forms a master problem with one subset of decision variables, one or multiple subproblems with the rest set of the decision variables. The subproblems are solved and valid inequality constraints are created and added to the master problem. Through iterations, convergence will be achieved and a global solution will be found for a MILP problem. Interested readers can find a tutorial on Bender’s decomposition in [29].

C. Our contribution

Our contribution is twofold. Firstly, a stochastic programming problem is formulated to emulate 8-hour demand response operation of PV, battery and HVAC. Secondly, this paper presents the solving technique for the proposed large-scale stochastic programming problem using Benders decomposition technique. Such a large-scale problem cannot be solved by an off-shelf commercial MIP solver, e.g., CPLEX, after 24 hours. On the other hand, with the proposed solving technique, the numerical simulation has been performed on a 3.4-GHz based processor with 8GB of RAM and the maximum execution time is 35 minutes.

Compared to [30], where a MILP optimization problem is formulated for this engineer problem and Benders decomposition is adopted to have one master problem and one subproblem, the current paper refines the Bender’s decomposition technique and proposes another Bender’s decomposition formulation with one master problem and multiple subproblems. Both formulations are presented in this paper for comparison. The second formulation has a parallel computing structure and can handle even more stochastic scenarios. Further, maximum feasible subsystem cut generation technique are exploited and implemented to advance the computing. There two variations of Benders decomposition are examined in the case studies.

The rest of the paper is organized as follows. Section II presents the HVAC model. Section III presents the optimization problem formulation. Section IV presents the two variations of Benders decomposition techniques. Section V presents case studies and Section VI concludes the paper.

II. THERMAL DYNAMICS MODELS OF AN HVAC UNIT

The simplified first-order thermal dynamic model [16]–[18] is shown in Fig. 1 and is equivalent to an RC circuit. When the HVAC is turned OFF, the room temperature at time is described by

\[ T_{\text{room}}^{j+1} = T_{o}^{j+1} - (T_{o}^{j+1} - T_{\text{room}}^{j})e^{-\Delta t/RC}. \] (1)

where \( j \) denotes \( j \)th period, \( \Delta t \) is the length of each time period. \( C \) denotes the equivalent heat capacity (Btu/F), \( R \) denotes the equivalent thermal resistance (F/W), and \( T_{o}^{j} \) denotes ambient temperature (F) at \( j \)th period, \( Q \) denotes heat rate for HVAC unit (Btu/hr or W), and \( T_{\text{room}}^{j} \) denotes air temperature inside the house (F).

When the cooler is turned ON, the room temperature at time is described by

\[ T_{\text{room}}^{j+1} = T_{o}^{j+1} + QR - (T_{o}^{j+1} + QR - T_{\text{room}}^{j})e^{-\Delta t/RC}. \] (2)

[1] and [2] will be combined into one thermal constraint through a binary variable \( W^{j} \) (1: the cooler is on; 0: the cooler is off).

\[ T_{\text{room}}^{j+1} = T_{o}^{j+1} + W^{j} QR - (T_{o}^{j+1} + W^{j} QR - T_{\text{room}}^{j})e^{-\Delta t/RC}. \]

III. OPTIMIZATION PROBLEM FORMULATION

A. Modeling Uncertainty of PV Output

Scenarios of PV output can be developed based on real-world data collected from the PV panels that are installed at the St. Pete campus of University of South Florida. PV output of a random day is shown in Fig. 2a.

PV power data are collected every minute. For each hour span, the power data are averaged to find the hourly PV power. The hourly PV power data are categorized into different levels. For a whole month’s PV data, for each hour, the occurring frequency of each power level would be calibrated. Fig. 2b shows an example of the histogram for the PV power at 12 PM. From this histogram, we may create scenarios and assign each scenario with a probability. For example, we consider three power levels (low, medium and high). Approximately 64% of the chance, the PV output occurred between 0.9-1
The total number of scenarios that can be created from Table I are 3^{32} (6561) scenarios. The probability of each scenario can be evaluated using statistic analysis. Note that PV’s hourly outputs at different hours are dependent to each other. In the literature, probability will be evaluated using methods such as Markov Chain, e.g.,[31]. Further, PV’s output is dependent on weather condition and other factors such as adequate PV installation. A comprehensive study will be needed to assign an accurate probability to each scenario. These work will be conducted in our future research. In this paper, we selected 600 scenarios and assigned a probability to each scenario to have the sum of probabilities equal 1.

### TABLE I: PV output level and probability

<table>
<thead>
<tr>
<th>Hour</th>
<th>10 am</th>
<th>11 am</th>
<th>12 pm</th>
<th>1 pm</th>
<th>2 pm</th>
<th>3 pm</th>
<th>4 pm</th>
<th>5 pm</th>
</tr>
</thead>
<tbody>
<tr>
<td>High (kW)</td>
<td>0.90</td>
<td>0.80</td>
<td>0.95</td>
<td>1.20</td>
<td>1.30</td>
<td>0.90</td>
<td>0.80</td>
<td>0.70</td>
</tr>
<tr>
<td>Probability</td>
<td>0.75</td>
<td>0.73</td>
<td>0.64</td>
<td>0.71</td>
<td>0.70</td>
<td>0.60</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>Medium (kW)</td>
<td>0.70</td>
<td>0.50</td>
<td>0.80</td>
<td>0.90</td>
<td>1.00</td>
<td>0.60</td>
<td>0.60</td>
<td>0.40</td>
</tr>
<tr>
<td>Probability</td>
<td>0.15</td>
<td>0.18</td>
<td>0.24</td>
<td>0.16</td>
<td>0.19</td>
<td>0.35</td>
<td>0.15</td>
<td>0.21</td>
</tr>
<tr>
<td>Low (kW)</td>
<td>0.30</td>
<td>0.40</td>
<td>0.20</td>
<td>0.70</td>
<td>0.80</td>
<td>0.40</td>
<td>0.30</td>
<td>0.20</td>
</tr>
<tr>
<td>Probability</td>
<td>0.10</td>
<td>0.09</td>
<td>0.12</td>
<td>0.13</td>
<td>0.11</td>
<td>0.05</td>
<td>0.10</td>
<td>0.09</td>
</tr>
</tbody>
</table>

### B. Optimization Model

The optimization model is developed based on the assumption that there is a BESS to be installed and can be charged and discharged to store energy from the grid or supply the HVAC with power. In addition, there are PV panels with fixed rated power to be installed. The optimization problem is to determine how many PV panels to be installed and what is the best capacity and power rating for the battery given the system has a number of HVAC with thermal constraints to meet for an 8-hour horizon. The 8-hour time span is further divided into 32 horizons with each horizon 15 minutes.

The assumption of the operation is that the HVAC on/off sequence is not stochastic. Rather, the on/off sequence is deterministic. This assumption is realistic as HVAC’s on/off sequence is usually fixed ahead of time. On the other hand, the battery’s charging/discharging power level, the building’s purchased power \( P_{in}^s \) are stochastic scenario based. This is due to the stochastic nature of PV output. The battery power and purchased power level decision are usually determined at real-time.

The following three paragraphs give the decision variables, the objective function and the constraints.

1) Decision Variables:

\[
X = \left[ C_b \ E_b \ N_{pv} \ P_{in}^{s,j} \ P_{b}^{s,j} \ W_k^j \right]
\]  

where:

- \( j \) denotes \( j \)th period, \( j \in J = \{1, 2, \cdots, 32\} \)
- \( k \) denotes \( k \)th No. of HVAC unit, \( k \in K = \{1, 2, 3\} \)
- \( s \) denotes \( s \)th scenario, \( s \in S \), where \( S \) contains 600 scenarios in the case study.
- \( C_b \) denotes the power rating of the battery energy system.
- \( E_b \) denotes the energy rating of the battery energy system.
- \( N_{pv} \) denotes the number of PV panels to be installed.
- \( P_{in}^{s,j} \) denotes purchased power at the \( j \)-th period of the \( s \)-th scenario.
- \( W_k^j \) denotes a binary variable: 1 if the \( k \)-th HVAC is on at the \( j \)-th period; and 0 otherwise.
- \( P_{b}^{s,j} \) denotes the battery discharging power at \( j \)-th period of the \( s \)-th scenario. A negative value means the battery is charging.

2) Objective Function: The objective is to minimize the installation cost of BESS and PV panels, at the same time the expected cost of power purchasing from the main grid.

\[
\min \left\{ \beta_1 C_b + \beta_2 E_b + \alpha N_{pv} + \sum_{s \in S} \sum_{j \in J} \rho_s \left( \lambda^j P_{in}^{s,j} \right) \right\} \tag{4}
\]

where:

- \( \beta_1 \) denotes the cost of 1 kW rating of the BESS.
- \( \beta_2 \) denotes the cost of 1 kWh rating of the BESS.
- \( \alpha \) denotes the cost of installation of PV panel.
- \( \rho_s \) denotes the probability of \( s \)-th scenario.
- \( \lambda^j \) denotes the energy price at the \( j \)-th period.

Note the first three components of the objective functions are deterministic and related to the installation cost. The last component is the stochastic nature of PV output.
component is related to the expected cost over all periods due to power purchasing.

3) Constraints: Constraint set (i) describes the room temperature dynamics and ensures that thermostat setting is enabled where the temperature of the room must be greater than the minimum temperature and less than the maximum temperature. This constraint set does not contain probability scenarios since the HVAC operation is assumed to be deterministic for the possible scenarios.

\[ T_{k+1}^{j+1} = T_{o}^{j+1} + W_{i}^{j} QR - (T_{o}^{j+1} + W_{i}^{j} QR - T_{k}^{j})e^{-\Delta t} \]

\[ T_{\min} \leq T_{k+1}^{j+1} \leq T_{\max} \quad \forall j \in J \]  

(5)

Constraint set (ii) guarantees that there is enough available power when the HVAC unit is turned on. It also ensures that the purchased power is within the power limits. This set of constraints is scenario-based.

\[ P_{in}^{\max} + P_{b}^{s,j} + N_{pu} P_{pv}^{s,j} \geq \sum_{i=1}^{k} W_{i}^{j} P_{ac,k} \]

\[ P_{min} \leq P_{in}^{\max} \leq P_{max} \quad \forall j \in J, \forall k \in K, \forall s \in S \]  

(6)

where \( P_{ac,k} \) is a fixed power consumption for \( k \)-th HVAC.

Note that for the power balance relationship, inequality is adopted instead of equality. We consider that HVAC as the main load and the building may have other loads. The total power generated from PV, purchased from outside and discharged from the battery should at least meet the requirement of the HVAC. Considering that the engineering problem is a planning problem instead of real-time operation problem where power generation has to equal power consumption, this assumption is reasonable.

Constraint set (iii) makes sure that at any hour \( j \) and any scenario \( s \), the battery charging or discharging does not exceed the battery power rating and the energy at any hour will not exceed the energy limits.

\[ -C_{b} \leq P_{b}^{s,j} \leq C_{b} \quad \forall j \in J, \forall s \in S \]

\[ 0 \leq E_{0} - \sum_{i=1}^{J} P_{b}^{s,j} \leq E_{b} \quad \forall j \in J, \forall s \in S \]  

(7)

IV. LARGE-SCALE PROBLEM SOLVING USING BENDERS DECOMPOSITION

The optimization problem formulated in Section III is a large-scale problem. The size of the problem increases as the number of scenarios increase. It includes a mixture of integer and continuous variables and would depend on the number of HVAC units, time steps, and scenarios. When 3 HVAC, 32 horizons, and 25 scenarios are considered, the problem has 96 binary variables (related to 3 HVAC units running for 32 time horizons) and one integer variable related to the number of PV. It would also have 99 continuous variables related to the room temperature and two continuous variables related to the battery parameters (\( C_{b} \) and \( E_{b} \)). While all aforementioned variables are independent of the number of scenarios, the rest variables are related scenarios. Those variables include 800 continuous variables (related to the purchased power considering 25 scenarios for 32 time horizons) and 800 continuous variables (related to battery power \( P_{b} \) considering 25 scenarios for 32 time horizons). This formulation is solved using CPLEX in MATLAB and the main challenge here is the very slow computing time (hours).

With 600 scenarios, CPLEX was tested to solve the problem for 24 hours without giving any solution. Therefore, Benders decomposition, an effective method of large-scale MIP problem solving is implemented in this research.

A. Benders Decomposition with A Single Subproblem

The main philosophy is to separate the decision variables into two sets; those related to HVAC, and those not related to HVAC. The first set includes integer variables including \( W \) (which denotes HVAC on/off) and the number of PV, as well as the continuous variables (room temperatures). The second set includes the rest of variables including battery power dispatch level, battery power and energy ratings. The second set variables are all continuous. The solving procedure is to fix Set 1 variables and solve the subproblem related to Set 2. With the solved subproblem, we generate a dual cut to reduce the feasible region of the main problem associated with Set 1 variables. The procedure is kept going until convergence.

a) Step 1: In this step, we assume that the power and energy ratings of a battery, power demand are all zero. Only the HVAC operation is considered. The master problem is formed and we find its optimal solution as follows.

\[ \min \sum_{s} N_{pu} W_{k}^{s,j} \]  

(8a)

\[ \text{s.t.} \quad Z_{\text{lower}} \geq \alpha N_{pu} \]  

(8b)

\[ T_{k}^{j+1} = T_{o}^{j+1} + W_{i}^{j} QR - (T_{o}^{j+1} + W_{i}^{j} QR - T_{k}^{j})e^{-\Delta t} \]  

(8c)

\[ T_{\min} \leq T_{k}^{j+1} \leq T_{\max} \quad \forall j, k \]  

(8d)

b) Step 2: Step 1 gives the numbers of PVs and the on/off status of HVAC. We now form the subproblem using the fixed values \( (N_{pu}, W_{k}^{s,j}) \).

The subproblem is to minimize the cost of battery installation and the expected cost for energy purchasing. Constraints related to power balance, purchasing power limits, and battery constraints are included. The subproblem is presented in (9).

\[ \min C_{b}, E_{b} \left\{ \beta_{1} C_{b} + \beta_{2} E_{b} + \sum_{s \in S, j \in J} \rho_{s,j} \left( \lambda^{j} P_{in}^{s,j} \right) \right\} \]  

(9a)

\[ \text{s.t.} \quad P_{in}^{s,j} + P_{b}^{s,j} + N_{pu} P_{pv}^{s,j} \geq \sum_{k \in K} W_{i}^{j} P_{ac,k} \]  

(9b)

\[ P_{min} \leq P_{in}^{s,j} \leq P_{max} \]  

(9c)

\[ 0 \leq E_{0} - \sum_{i=1}^{J} P_{b}^{s,j} \leq E_{b} \]  

(9d)

\[ -C_{b} \leq P_{b}^{s,j} \leq C_{b} \quad \forall s \in S, j \in J, k \in K \]  

(9e)

In this step, the subproblem could be infeasible when the available power cannot meet the total demand. In this case, a
A feasibility cut is generated and added to the master problem as follows:

\[
\min_{y, p_{in}^s, p_{b}^s} \mathbf{1}^T y
\]

\[
s.t. \quad p_{in}^s + p_{b}^s + y^s \geq \sum_{k \in K} w_k^j P_{ac,k} - \hat{N}_{pu} P_{PV}^s
\]

\[
y^s \geq 0, \quad \forall s \in S, j \in J, k \in K
\]  

(10a)

After generating a feasibility cut, \(u_{s,j}^s\), the dual associated with this problem is taken. The general form of this cut is:

\[
\sum_{s \in S} \sum_{j \in J} u_{s,j}^s \left( \sum_{k \in K} w_k^j P_{ac,k} - \hat{N}_{pu} P_{PV}^s \right) \leq 0
\]

(11)

In the case where the problem is feasible, then the upper bound \(Z_{upper}\) is calculated and the convergence behavior is tested. If the convergence is not approached, then an optimality cut is generated and added to the master problem.

\[
Z_{upper} = \left\{ \beta_1 \hat{C}_b + \beta_2 \hat{E}_b + \alpha \hat{N}_{pu} + \sum_{s \in S} \sum_{j \in J} \rho_s \left( \lambda^j P_{in}^s \right) \right\}
\]

(12)

We assume that \(u_{s,j}^s\) are the dual variables associated with constraints (10b). Then the optimality cut is formed as the following:

\[
Z_{lower} \geq \alpha \hat{N}_{pu} + \sum_{s \in S} \sum_{j \in J} u_{s,j}^s \left( P_{PV}^s - \sum_{k \in K} \tilde{W}_k^j P_{ac,k} \right)
\]

(13)

c) Step 3: The master problem with the added constraints from Step 2 will be solved. The subproblem will again use the obtained optimal solutions for the integer variables from the master problem to solve and find the optimal solution for the other variables. The procedure keeps going until convergence is achieved by examining the low bound \(Z_{lower}\) and the upper bound \(Z_{upper}\).

B. Benders Decomposition with Multiple Subproblems

The algorithm in the previous subsection separates the original problem into a master problem and a subproblem. In this subsection, we further explore the parallel computing structure of the problem and separate the original problem into a master problem with multiple subproblems.

The main philosophy here is to enable the subproblems to become decomposed over scenarios. Each subproblem is related to a stochastic scenario and the subproblems are independent once the main problem stage variables are determined.

The battery parameters \(C_b\) and \(E_b\) will be added to the set of the decision variables in the master problem. So the subproblem will only include the rest of the variables including battery power dispatch level and the purchased power for each scenario.

Step 1 In this step, we assume that power demand and all battery dispatched level are all zero. Only the HVAC operation and the power and energy ratings of a battery are considered. The master problem is formed as follows.

\[
\min_{\hat{C}_b, \hat{E}_b} \quad Z_{lower}
\]

\[
s.t. \quad Z_{lower} \geq \alpha \hat{N}_{pu} + \beta_1 \hat{C}_b + \beta_2 \hat{E}_b
\]

(14a)

\[
P_{in}^s + P_{b}^s + \hat{N}_{pu} P_{PV}^s \geq \sum_{k \in K} \tilde{W}_k^j P_{ac,k}
\]

(15a)

\[
P_{in}^s \leq \hat{P}_in \quad \forall s \in S, j \in J, k \in K
\]

(15b)

\[
\hat{C}_b \leq \hat{E}_b
\]

(15c)

\[
0 \leq \hat{E}_0 - \sum_{i=1}^{j} \hat{P}_b^s \leq \hat{E}_b
\]

(15d)

\[
\forall s \in S, \forall j \in J, k \in K
\]

Maximum Feasible Subsystem Cut Generation: For any infeasible subproblem, we would need to generate the feasibility cut from a maximum feasible subsystem [32].

The strategy makes cut generation highly effective when there are relatively large number of feasibility cuts. The strategy is to generate additional optimality cuts for the infeasible subproblems. This requires to first relax the infeasible subproblem, we would need to generate the feasibility cut (11).

This technique has been used in [28] for individual stochastic scenarios.

For any infeasible subproblem of Scenario \(s\), we will first relax the problem by finding a binary variable \(Y^{s,j}\). If \(Y^{s,j} = 0\), that means at \(j\)-th horizon the power balance is kept. \(Y^{s,j} = 1\) means the power supply cannot mean the power demand. For any infeasible subproblem of Scenario \(s\), we will first relax the problem by finding a binary variable \(Y^{s,j}\). If \(Y^{s,j} = 0\), that means at \(j\)-th horizon the power balance is kept. \(Y^{s,j} = 1\) means the power supply cannot mean the power demand. For any infeasible subproblem of Scenario \(s\), we will first relax the problem by finding a binary variable \(Y^{s,j}\). If \(Y^{s,j} = 0\), that means at \(j\)-th horizon the power balance is kept. \(Y^{s,j} = 1\) means the power supply cannot mean the power demand.
\[ -\hat{C}_b \leq P_{b,k}^{s,j} \leq \hat{C}_b \]  \hspace{1cm} (17d)

\[ 0 \leq E_0 - \sum_{i=1}^{j} P_{b,b}^{s,j} \leq \hat{E}_b, \]  \hspace{1cm} (17e)

\[ \forall s \in S, \forall j \in J, k \in K \]

With the optimal solution obtained, \( Z_{\text{upper}} \) is calculated by (18) and the convergence behavior is tested.

\[ Z_{\text{upper}} = \left\{ \beta_1 \hat{C}_b + \beta_2 \hat{E}_b + \alpha \hat{N}_{pv} + \sum_{s \in S} \sum_{j \in J} \rho_s \left( \lambda_j \hat{P}_{in}^{s,j} \right) \right\} \]  \hspace{1cm} (18)

If the convergence is not approached, then an optimality cut is generated and added to the master problem. To create the optimality cut, the dual variables must be extracted. The dual variables are \( u_{p,j}^s \) associated with \( (15b), (17b) \), \( u_{c,j}^s \) associated with \( (15d), (17d) \), and \( u_{E,j}^s \) associated with \( (15e), (17e) \).

The optimality cut is shown as follows.

\[ Z_{\text{lower}} \geq \alpha N_{pv} + \sum_{s \in S} \sum_{j \in J} u_{p,j}^s \left( P_{PV}^{s,j} N_{pv} + \sum_{k \in K} W_{k}^j P_{ac,k} \right) \]

\[ + \left( \beta_1 + \sum_{s \in S} \sum_{j \in J} u_{c,j}^s \right) C_b + \left( \beta_2 + \sum_{s \in S} \sum_{j \in J} u_{E,j}^s \right) E_b \]  \hspace{1cm} (19)

\[ C. \text{ Benchmark of the algorithms} \]

We first use a small-scale problem (3 scenarios, 30 binary decision variables, 318 continuous decision variables, and 257 equality constraints) to benchmark the two algorithms. The two Bender’s decomposition algorithms are programmed and tested against the solution generated by CVX Gurobi. The results from the two algorithms exactly match the objective function result (13.7695) obtained from CVX Gurobi as shown in Fig. [3].

![Fig. 3: (a). Lower and upper bounds of Strategy 1 for a small case; (b). Lower and upper bounds of Strategy 2 for a small case.](image)

\[ \text{V. CASE STUDIES AND NUMERICAL EXAMPLES} \]

\[ \text{A. The Study System} \]

The study system shown in Fig. [4] consists of multiple PVs (each at 1.6 kW), one BESS, and three HVAC units (rated at 15 kW each) in their cooling modes. HVAC units consume electricity from the grid at a varying price, shown in Fig. [5] during known periods. Room temperature should be maintained within a defined range by the consumer. Here, the consumer is to set thermostat point settings to 71 F as minimum limit and 75 F as maximum limit. The ambient temperature is shown in Fig. [5]. The parameters \( C, R, \) and \( Q \) are shown in Table II.

![Fig. 4: The study system.](image)

![Fig. 5: Energy price and ambient temperature of 8 hours (32 periods).](image)

**TABLE II: Parameter values for HVAC units**

<table>
<thead>
<tr>
<th>( Q(W) )</th>
<th>( R(F/W) )</th>
<th>( C(J/F) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values</td>
<td>400</td>
<td>0.1208</td>
</tr>
</tbody>
</table>

\[ \text{B. Result and Analysis} \]

We consider the system is connected to the grid and can purchase the power from the grid at a varying price. Three cases would be considered to study the effect of the uncertainty. The first case, Case-1, is used to study the behavior of the system without PV-BESS. In the second case Case-2, PV-BESS installation is considered in the deterministic mode to study the effect of solar energy. Two scenarios were studied. The first scenario, Case-2A, is assumed to have high availability of solar energy. The second scenario, Case-2B, is assumed to have poor availability of solar energy.

In the last two cases, stochastic MIP programming problem is considered. Benders decomposition strategy 1 is applied to deal with the uncertainty of solar power. 600 scenarios are
considered. In the fourth case, Case-4, 1500 scenarios are examined and the problem is solved using Benders decomposition strategy 2. Table III gives the parameters related to the cost function.

**TABLE III: Cost Function Parameters**

<table>
<thead>
<tr>
<th>α</th>
<th>β1</th>
<th>β2</th>
<th>$/kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.5</td>
<td>$0.15</td>
<td>$0.1</td>
<td></td>
</tr>
</tbody>
</table>

The study results are presented in Table IV. It can be seen that the deterministic case with high availability of solar energy leads to the cheapest cost.

**TABLE IV: Simulation Results**

<table>
<thead>
<tr>
<th>Case</th>
<th>BESS Capacity kWh</th>
<th>BESS Power kW</th>
<th>N_pv</th>
<th>Cost $</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case-1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>30.14</td>
</tr>
<tr>
<td>Case-2A</td>
<td>34.8</td>
<td>8.7</td>
<td>7</td>
<td>20.80</td>
</tr>
<tr>
<td>Case-2B</td>
<td>43.8</td>
<td>10.8</td>
<td>14</td>
<td>25.5</td>
</tr>
<tr>
<td>Case-3</td>
<td>37.6</td>
<td>9.40</td>
<td>7</td>
<td>22.32</td>
</tr>
<tr>
<td>Case-4</td>
<td>37.6</td>
<td>9.40</td>
<td>7</td>
<td>23.24</td>
</tr>
</tbody>
</table>

In Case-3 and Case-4, uncertainty of solar energy is considered. Case-3 and Case-4 lead to the almost same results with slight difference in cost. The difference is due to the consideration of more scenarios in Case-4.

Fig. 6(a) shows that the optimal value converges to $22.32 when Benders decomposition Strategy-1 method is applied. Fig. 6(b) shows that the optimal value converged to $23.24 when Benders decomposition Strategy-2 method applied.

Figs. 7–9 present results from Case-3. Fig. 7 presents the HVAC on/off schedule and the room temperature for one HVAC related to Case-3. Fig. 8 presents the numerical results related to two extreme scenarios that are among the 600 scenarios examined. Scenario 1 refers to the scenario when PV output is high while Scenario 2 refers to the scenario when PV output is low. Note that the total power consumed by three HVACs is limited to 15 kW. Fig. 9 further shows the switching status for every HVAC. We can find that minimizing operation cost makes sure that at one time, only one HVAC is turned on.

**C. Computational Time**

A program has been developed and implemented in MATLAB and solved using the CVX solver package and CPLEX. The numerical simulation has been performed on a 3.4-GHz based processor with 8GB of RAM.

Stochastic Mixed Integer Programming (SMIP) is developed to tackle the uncertainty. It is first solved as one original problem without any decomposition. The size of the problem increases as the number of scenarios increase. It includes a mixture of integer and continuous variables and would depend on the number of HVAC units, time horizons, and scenarios. This formulation is solved using CPLEX in MATLAB and the main challenge here is centered in the large number of the constraints of the power balance with integer variables.

Two Benders decomposition methods are also applied to solve the problem. A comparison of the three methods on problem size and computing time is shown in Table V.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Problem Size</th>
<th>Computing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy-1</td>
<td>96 binary variables (related to 3 HVAC units running for 32-time steps) and one integer variable related to the number of PV. It would also have 99 continuous variables related to the room temperature. The size of the subproblem increases as the number of scenarios increase. It only includes continuous variables and would depend on the number of time-steps and the number of scenarios. In our case, we consider 32 time-steps and 600 scenarios.</td>
<td></td>
</tr>
</tbody>
</table>

Two Benders decomposition methods are also applied to solve the problem. A comparison of the three methods on problem size and computing time is shown in Table V.
is used for the master problem to tackle this challenge and CVX is used solving the subproblem. This strategy can work with a number of scenarios up to around 600. When the number of the scenarios increase, the size of the subproblem gets much larger and solving becomes more challenging.

**Strategy 2** is different from Strategy 1 by moving the two continuous variables related to the Battery parameters ($C_b$ and $E_b$) from the subproblem to the master problem. While in Strategy 1, the subproblem is considered as one whole problem including all variables, the subproblem in Strategy 2 is decomposed into multiple subproblems with each representing a scenario. This structure allows us to consider greater number of scenarios. Here, we are able to consider 1500 scenarios which would yield to have 48000 continuous variables related to the purchased power considering 1500 scenarios for 32-time steps and 48000 continuous variables related to battery power $P_b$. It also includes two continuous variables related to the Battery parameters ($C_b$ and $E_b$). In this problem, the computing challenge is tackled by decomposing the subproblem in multiple subproblems. Strategy 2 shows the capability of handling 1500 scenarios while the Strategy 1 keeps running with no return when considering the same number of scenarios.

This paper formulates the following engineering problem: planning battery and PV panels for a building with HVAC as the main loads. A mathematical programming problem is formulated to minimize the total installation cost as well the total energy cost purchased from utility. With PV’s stochastic characteristic considered and HVAC treated as an on/off loads, the resulting mathematical programming problem is a large-scale mixed integer linear programming problem. This problem leads to the optimal size of the battery and number of PV panels required. To improve the solving speed for this decision making process, two Bender’s decomposition formulations are proposed and used to solve the problem.

**VI. Conclusion**

This paper formulates the following engineering problem: planning battery and PV panels for a building with HVAC as the main loads. A mathematical programming problem is formulated to minimize the total installation cost as well the total energy cost purchased from utility. With PV’s stochastic characteristic considered and HVAC treated as an on/off loads, the resulting mathematical programming problem is a large-scale mixed integer linear programming problem. This problem leads to the optimal size of the battery and number of PV panels required. To improve the solving speed for this decision making process, two Bender’s decomposition formulations are proposed and used to solve the problem.
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