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A Hardware-in-the-Loop SCADA Testbed
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Abstract—USF Smart Grid Power System Lab (SPS) has
developed an hardware-in-loop (HIL) SCADA testbed. This
paper describes several communication/control architectures of
the testbed with different hardware/software combinations. This
testbed will be used to test energy management schemes, power
grid cyber attack and mitigation strategies. Phasor Measurement
Units (PMUs) synchronized with the common GPS reference
signal are used to capture data from a real smart grid system
as well as a simulated power network in Opal-RT’s real-time
simulator. Captured data will be sent to OSIsoft’s PI-Server
database via different protocols.

I. INTRODUCTION

In this paper, a Supervisory Control and Data Acquisition
(SCADA) testbed developed at the SPS lab at University of
South Florida will be described. The testbed (shown in Fig. 1)
includes several key components: real-time digital simulators
to generate data and receive commands, Labview to parse
measurements generated by a physical system, OSISoft’s PI
server to receive, archive data and send out commands. The
testbed is Hardware-in-the-Loop (HIL) enabled. The center
of the testbed is the PI-system. PI system is a well-known
server/software for real-time data management and visualiza-
tion. The PI system or Plant Information system, delivered by
OSIsoft is one of the highly scalable and secure infrastructure
for the management of real-time data and events [20]. In PI-
system, several software and interfaces are used for receiving
data with different protocols and capture all the data in the
database.

HIL is a technique for developing and testing of control
systems. With HIL simulation, either the control systems or
the physical part of a machine or a power system can be
replaced by computer models in real-time simulation. In recent
research activities, real-time simulators with the capability of
HIL has been widely used to facilitate developing labora-
tory experiments. RTDS and OPAL-RT devices are the most
common digital simulator used for such purposes. Real-Time
Digital Simulators (RTDS) is used in [3] and [4] to implement
and validate over-current, distance, and differential protection
schemes.

SCADA systems are used for monitoring and control
of power systems. Existing SCADA systems provide non-
synchronous data with low density sampling rate (e.g., 1Hz)
[5]–[7]. In recent years, research projects focuses on cyber
security of conventional SCADA systems rely on SCADA
testbeds to test cyber attacks and validate countermeasures.
In [8]–[10], SCADA testbeds were developed to assess vul-
nerabilities introduced by using public access of the communi-
cation network. In [11], a SCADA testbed is developed to test
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and compare designs of integrated information management
systems.
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Fig. 1 USF SCADA testbed.

Fig. 1: USF SPS’s SCADA testbed.

In this research, a SCADA testbed incorporating PMU data
with high sampling rate (60 Hz) is built at USF SPS lab.
Traditional SCADA’s low rate non-synchronized measurement
cannot capture the system dynamics and requires complex
nonlinear state estimations [14]. PMUs with GPS common
reference signal measures the voltage and current phasors with
high-density sampling rate up to 60 Hz. These phasor measure-
ments transmit with the time stamps (synchrophasors), which
can help the control system to have an accurate picture of
power system and enhance power system situation awareness.

In this paper, we focus on development of a HIL en-
abled SCADA testbed. This part of research work mainly
focuses on real-time simulation, remote monitoring and control
of power system operation. The testbed integrates different
hardware devices and software packages. Development in-
cludes configuring communication interfaces between those
devices and packages. Opal-RT real-time digital simulators
together with SEL-421 relay/PMU device, LabView boards
and OSIsoft’s PI-system data center enables the creation of
a SCADA testbed. This testbed will be used for validation
of comprehensive research on measurements, communication,
dynamic modeling, optimization and control of power systems
as well as power grid cyber security

The rest of the paper is organized as follows. In Section II,
data collecting structures will be presented. Section III presents
tools, softwares and communication protocols required for
sending the commands and output data to operate the system.
Data publishing tools and online applications are presented in
Section IV. Section V presents conclusion.
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II. DATA COLLECTING

This section focuses on different structures used in the
testbed for collecting data from different measurement devices.
Different protocols and hardware/software combination will be
investigated in this section.

Fig. 2: Kundur’s two-area system simulated in RT-Lab software.

A. RT-Lab =⇒ PI Server

Real-time simulation refers to a computer model of a phys-
ical system that can execute at the same rate as actual time.
Opal-RT real-time simulator is a high performance computer
device which can simulate power systems in Matlab/Simulink
and send results to industrial displays and Programmable
Logic Controllers via digital and analog I/O cards. Digital and
analog I/O cards allow the device to send the physical signals
to real hardware [18].

As shown in Fig. 2, a desired model of a power system
network (Kundur’s two area-system) is simulated with Mat-
lab/Simulink software. RT-LAB software will call the Mat-
lab/Simulink to execute the model and convert the separated
models into C code for compilation as subsystem simulation
on each target processor. Then, the converted model will be
downloaded to the specified target (OPAL-RT simulator) by
RT-Lab software through the network connection using the
TCP protocol. The model will be executed on the target and
output signals will be generated by the digital and analog I/O
cards. Voltage phasor signals generated by Opal-RT real-time
simulator will be sent to IO cards.

Opal-RT simulator’s output signals can be directly sent to
PI-Server. In this method, real-time simulator will simulate
synchronophasor application in parallel with desired power
system network simulation and send data with IEEE-C37.118
protocol via internet TCP/IP. In this setup structure, the
number of PMUs which can be used for different nodes is

limited by the number of network cards install on Opal-RT
simulator device. Fig. 3a shows PI-server’s collected data from
Opal-RT.

B. SEL =⇒ PI Server

SEL-421 and SEL-351S are protection, automation, and
control system devices which can protect transmission line
and control two breaker at the same time. These relays are
equipped with synchonophasor application, which allows to
capture phasor measurements of two different nodes of the
system and send the data with DNP3, IEEE-C37.118 and
SEL fast message protocols. These devices are able to receive
commands with IEC-61850 protocol. With the synchonophasor
measurement capability, SEL-421 and SEL-351S are capable
of working as a PMU and send the data with sampling rate
up to 60 Hz per seconds. They can work as a RTU and send
the measured data with DNP3 or SEL Fast Message protocol
with the sampling rate of 1 Hz per second [19].

SEL-421 and SEL-351S will be used to measure the output
signals. SELs AcSELerator Quickset is a software which can
be used for configuring the SEL PMUs and protection relays in
order to update CT and VT ratios, selecting synchronophasor
data output, defining different protection function such as over-
current, distance and etc. For synchronophasor measurement
applications, SEL-421 have to be provided with GPS common
reference signal comes from SEL-2407 Satellite-Synchronized
Clock. Time-tagged phasors measured with the 60 Hz sam-
pling rate then will be send through IEEE-C37.118 protocol
to the PI-server via internet TCP/IP. IEEE-C37.118 standard
defines synchrophasors, frequency, and rate of change of fre-
quency (ROCOF) measurement under all operating conditions.
It also specifies methods for evaluating these measurements
and requirements for compliance with the standard under both
steady-state and dynamic conditions [21]. Since the analog
outputs of the simulator are low level voltage and current
signals, it is necessary to amplify current and voltage signals
to the level acceptable to be fed to the protection relays and
PMUs (i.e. 100 V and 1 A). To do so, Voltage and current
amplifiers have to be used. Using an amplifier for amplifying
the output signals of the simulator to feed into the PMUs is
under development at The USF SPS lab.

To demonstrate real world data communication using PMU,
typical connection of SEL-421 and PI-Server was made in
proposed test-bed. In this application, SEL-421 relay measures
voltage magnitudes and angles of a three phase AC power
supply with 60 Hz sampling rate and sends the data with
IEEE-C37.118 protocol to the PI-Server through TCP/IP based
Internet connection. Fig. 3b shows real output signals of the
AC power source and phasor data collected in PI-Server.

C. Labview =⇒ PI Server

LabVIEW is a graphical programming tool for test, mea-
surement, and automation and is widely used as a virtual
instrumentation tool. It allows users to develop sophisticated
measurement, test, and control systems using intuitive graph-
ical icons and wires that resemble a flowchart. This tool is
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(a) Phase A voltage magnitude of the generator 1 collected from Opal-
RT simulator output
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(b) Phase A voltage magnitude output collected from SEL-421

Fig. 3: measurement data collected by PI-server: a. Output data from Kundur’s system simulation in Opal-RT simulator. b. Output data from
three phase AC voltage source, collected by SEL-421

(a) LabView simulates GPS clock signal (b) LabView simulates synchronophasor application (c) LabView’s GUI interface will be used to change
simulation variables

Fig. 4: LabView simulates synchronophasor application and send the measured data with IEEE-C37.118 protocol.

increasingly being used in development of laboratory test
applications. The applications are user friendly and the test
output can be checked instantly. In addition, one of the major
advantages of LabVIEW, apart from being simple to use, is the
ability to work with a number of hardware interfaces using real
world analog and digital signals. LabVIEW programs work as
simulation or data acquisition applications [7].

Fig. 5: Architecture of the LabView based test-bed setup.

Fig. 5 Shows the architecture of the LabView based test-
bed setup. To demonstrate the test-bed’s capabilities, a single-

phase voltage source generates the AC voltage. Proposed ar-
chitecture has National Instrument cRIO-9022 embedded real-
time controller. The cRIO-9022 is part of the high-performance
CompactRIO programmable automation controller platform. It
features an industrial 533 MHz free-scale MPC8347 real-time
processor for deterministic, reliable real-time applications and
contains 256 MB of DDR2 RAM and 2 GB of nonvolatile
storage for holding programs and logging data [22]. The
controller is designed for low power consumptions. Therefore,
a 9 to 35 volt DC voltage supply can be used as a power
source for this controller. In addition, cRIO-9022 provides
two Ethernet ports for communication with LabView software
and synchronophasor applications. Furthermore, the controller
is equipped with NI-9215 and NI-9207 analog voltage and
current measurement modules. The voltage is measured by
NI-9215 modules and sent to the LabView software through
a network connection. For synchronophasor applications, GPS
common reference signals have to be provided using NI-9467
timing and synchronization module. For testing purpose, this
signal can be provided by a GPS signal simulating block inside
LabView software. Currently, the simulation approach is used
to provide required GPS signal in existing test-bed.

LabView simulated model consists of three parts: GPS sig-
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nal simulation, C37.118 protocol creation, and GUI interface
to control the model. Figure 4 shows all three parts of LabView
model for synchronophasor application. Basically, the voltage
analog input module, measures the voltage with 100 kS/s
sample rate in time domain. Therefore, voltage’s magnitude
and angle are calculated inside LabView model in order to
create IEEE-C37.118 protocol messages. Then PMU data with
60 Hz sampling rate is sent to PI-server database through
internet connection.

D. Real-world measurements =⇒ PI Server

A new project is started recently at the USF SPS lab to
explore the integration of storing solar energy in new battery
systems. As part of the project, a 100 kW solar photovoltaic
(PV) system has been installed on the top of the USF St. Pete
campus’s 5th Avenue South parking garage. Energy produced
by the new solar PV system is to be stored in the new
battery systems. High resolution data will be collected on
all aspects of PV and energy storage. Operating strategies
will be developed to maximize synergy between the two
systems. The new energy storage system will be operated
by the USF SPS lab group in conjunction with two existing
20 kW USF storage systems. Furthermore, a central control
center will be developed in order to collect the measured data,
optimize the PV-Battery system. All those facilities together
with communication hardware/software combinations shape a
new smart grid test-bed to investigate various algorithms and
protocols for smart grid control and measurement systems.

The existing communication system protocol for this project
limited to Moudbus protocol. The completed setup architecture
of the smart grid test-bed will be different. Fig. 1 shows
the proposed architecture of smart grid test-bed system. In
this system, SEL-421, SEL-351S Relay/PMU and National
Instrument cRIO-9022 controller will be used to read the
data from PV/Battry stations in different locations. Since SEL
based and LabView based communication test-beds already
have been created and tested at the USF SPS lab, implement-
ing proposed smart grid test-bed architecture will be much
easier than before for the next step of the smart grid test-
bed development. Therefore, parallel to the existing Modbus
protocol, captured data will be sent to the PI-server via IEEE-
C37.118 protocol as well. In this testbed setup, SEL-421
will be used to collect AC side measurement data, including
inverter’s outputs, while cRIO-9022 will be used for collecting
battery-side DC measurement data. This way, the real-time
data can be collected over any period ranging from minutes to
days or more, only limited by the amount of space allocated
for the data storage.

In the existing approach, Modbus master is collecting all the
measured data, including both AC-side and DC-side voltages
and powers. Collected data is then sent to the data center with
Modbus protocol. In order to collect the data with Modbus
protocol, both Moudbus Poll software [23] and PI-server are
used. Using PI-server is important since the Modbus Poll
software does not have the capability for saving data for a
long time. It is more suitable to use Modbus poll software
for observing the real-time status of the system and sending

necessary online commands for operating the system. Also,
Modbus protocol can only provide low rate sampling data (1
Hz). Therefore, developing the proposed test-bed architecture
will help to provide researchers with the higher resolution data
which is needed for the dynamic studies of the PV-battery
systems.

III. COMMAND AND DATA SENDING STRUCTURE

In the previous section, we investigated test-bed architecture
to receive and save recorded data in PI-Server database.
Collected data then will be used as an input to the optimization
algorithms to find the best operating point for the system.
Optimization results will lead to finding out the appropriate
commands and the output power schedule for the system.
therefore, those commands have to be sent to either real-time
simulator to update reference points of the simulated network
or to be sent to PV-Battery controllers for getting the desire
power output scheme. Two different protocols can be used for
such purposes, DNP3 and Modbus.

A. Modbus protocol for command sending

Modbus is an application layer messaging protocol, posi-
tioned at level 7 of the OSI model, which provides client/server
communication between devices connected on different types
of buses or networks. Modbus is a request/reply protocol and
offers services specified by function codes which are elements
of Modbus request/reply PDUs [24]. Modbus continues is
a popular protocol for millions of automation devices to
communicate with serial connections. Network based Modbus
protocol is becoming more and more popular in recent years.
TCP/IP based DNP3 can be accessed at a reserved system port
502.

Both PI-server and Modbus Poll software can be used
for sending commands and data with Modbus. In PI-server,
each command is defined as a specific tag (data point). By
changing these output tags, appropriate commands will be sent
to Modbus master. Also, both single register and multi register
writing are supported in PI-server. In Modbus poll we have the
same capability to write single or multi registers at the same
time. Therefore, for real-time commands sending, there is no
big difference between the two software packages. Using PI-
server has the advantage of data archive and automatic coding
for operation. Fig. 6 shows Modbus Poll environments for
sending operation commands to the PV-Battery system located
in USF St. Pete campus.

B. DNP3 protocol for command sending

DNP3 is based on the standards of the International
Electrotechnical Commission (IEC) Technical Committee 57,
Working Group 03. This working group has been working on
an OSI 3 layer “Enhanced Performance Architecture” (EPA)
protocol standard for tele-control applications. DNP3 the stan-
dard and rules for computers and master station computers
located in different locations in order to communicate data and
control commands. DNP3 is specifically designed for SCADA
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Fig. 6: Modbus Poll software is used to operate PV-Battery system.

(a) PI-processbook (b) PI-Coresight (c) Excel with PI-datalink

Fig. 7: Pi-client tools is used for accessing PI-server data

applications and was designed to optimize the transmission
of data acquisition information and control commands from
one computer to another [25]. PI-server DNP3 interface will
be used to send the command data for system. In Real-time
simulator based test-bed, after optimizing the system based
on recorded data, command will be sent to Opal-RT simulator
through DNP3 protocol from PI-Server. It will help to change
different control reference points for making desired changes
in the system topology and working point.

IV. ONLINE APPLICATIONS AND DATA DEMONSTRATION

This section investigates the tools and software for pub-
lishing data as well as proposed architecture for online ap-
plications. PI client is the most important tools to access the
collected data in PI-server. Several PCs are given client access
in the SPS lab. A complete PMU farm is built inside PI-server
consisting all PMU data collecting from different locations.
These PMUs include SEL-421 located in USF engineering
building, SEL-421 located at USF Research and Innovation
Center, Opal-RT based and RT-Lab based PMU located in USF
SPS lab and Modbus master measurement located in USF ST.
Pete campus. Each client can access the data with different
software and platforms like PI-Processbook, PI-Coresight and
excel spread sheet. PI-Coresight is an intuitive, web-client
tool that helps users quickly and easily analyze data and it
provides secure access to the PI System’s data with different

access level [26]. PI-Processbook is a software that can
efficiently display current and historical data residing in the
PI System and other sources. Also, it has the ability to create
interactive graphical displays that can be saved and shared
with others [27]. PI-DataLink provides a graphical interface
to retrieve data and build functions and calculation. Also,
datalink functions are embedded in spreadsheet cells and can
provide active updates of data from the PI-Server. Combined
with the computational, graphic and formatting capabilities of
Microsoft Excel, DataLink offers powerful tools for gathering,
monitoring, analyzing, and reporting PI Data [28]. Fig. 7
presents different Pi-client tools using in the USF SPS lab.

For online applications, collected data from different loca-
tions can be read by either spread sheet datalink commands
then feed to Matlab or directly fed to the Matlab workspace
with appropriate cedes. In either case, Matlab automatically
reads collected data from PI-Server database. C-sharp codes
can be used for automatically reading the data from PI-
server as well. Currently, we used C-sharp codes to read
the data with spread sheet datalink commands and feed the
data to Matlab code. Then, desired optimization algorithms
optimize the operation of the system and produces appropriate
commands to operate the system. Those commands, then will
be sent back to the system by using either Modbus or DNP3
communication protocol. At the present time, sending the
commands automatically to the system controllers is still under
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development process.

V. CONCLUSION

This paper describes several communication architectures
for a SCADA testbed with different hardware/software combi-
nations. This test-bed can be used to test energy management
schemes, power grid cyber attack and mitigation strategies.
In this testbed, phasor Measurement Units (PMUs) synchro-
nized with GPS reference signals are used to capture data
from the real-world smart grid system as well as simulated
power network in OPAL-RT simulator. Different architec-
tures/protocols are used in terms of communication. IEEE-
C37.118 and Modbus protocols are used to collect the data
with PI-Server. The feature of this SCADA testbed is its
capability of communicating high resolution data compared
to conventional SCADA systems.
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