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a  b  s  t  r  a  c  t

For  high-power/voltage  systems,  particularly  for high-voltage  direct  current  (HVDC),  one  of the  most
potential  converter  topologies  is the  modular  mutlilevel  converter  (MMC).  Model  predictive  control
(MPC)  is  one  of the  switching  methods  studied  in  the  literature  for MMC  to  simultaneously  achieve
the  three  challenging  objectives  of  (1)  following  the  reference  of  the current  waveform  requested  by
upper-level  control,  (2)  mitigating  on  circulating  current,  and  (3) regulating  capacitor  voltages  of sub-
modules.  Since  the  MPC  models  proposed  in  the  literature  suffer  from  high  computation  burdens  making
the  algorithm  not  applicable  to high-frequency  switching  MMCs,  a binary  integer  programming  based
odel predictive control
odular multilevel converter

MPC  has  been  proposed  in  this  paper  to  optimize  this  multi-objective  problem  with  minimum  comput-
ing  effort.  The  main  contribution  of  the  algorithms  proposed  in this  paper  is  to  significantly  reduce  the
computation  expenses  by  cutting  the  searching  space  from  millions  of  feasible  solutions  to  the  incredi-
bly  low  number  of “4”,  while  taking  care  of  the  three  objectives  of  MMC  control.  The performance  of  the
proposed  method  is  evaluated  via  simulation  in MATLAB  SimPowerSystems.

©  2015  Elsevier  B.V.  All  rights  reserved.
. Introduction

Modular multilevel converter (MMC)  is reported in the litera-
ure as the most promising topology proposed for voltage source
onverters (VSC) due to its salient characteristics such as scalability
nd modularity [1–7].

Simultaneous regulation of submodule capacitor voltages
nd elimination/minimization of the circulating current flowing
hrough three phases of the converter is still one of the technical
hallenges associated with MMC  application due to their mutual
ffects. Circulating current, in fact, not only is a function of the
apacitor voltages of the submodules turned on at each time step,
ut also determines how the capacitor voltages of the same sub-
odules change until the next switching time step arrives, which
ay  lower the efficiency of the converter and cause more ripples

n the capacitor voltages if it is not well suppressed. However, it
hould be noted that the circulating current is a useful mean to bal-
nce the energies between all six arms in situations where some

nergy unbalance are caused by asymmetric operations and fault
ituations and tolerances of the components [8].

∗ Corresponding author. Tel.: +1 813 974 2031; fax: +1 813 974 5250.
E-mail address: linglingfan@usf.edu (L. Fan).

ttp://dx.doi.org/10.1016/j.epsr.2015.07.002
378-7796/© 2015 Elsevier B.V. All rights reserved.
The method proposed in [1] compares all possible switch-
ing combinations for the MMC  switches in one bridge for their
predicted performance one step ahead. This method requires signif-
icant computing effort. At each time step with the step size defined
by the switching frequency, e.g. 100 �s for 10 kHz, the solution
must be sought. For a 5-level MMC,  there are 8 submodules in each
bridge. Among the eight submodules, four submodules should be
turned on to keep the dc-link voltage constant. Therefore, the num-
ber of the combination is C4

8 = 70. The algorithm needs to check 70
possible on/off sequences and find the best one. For a 13-level MMC,
C12

24 , or 2.7 million combinations should be checked. For a 16-level
MMC,  155 million combinations should be checked.

In the authors’ previous paper [9], a one-step model predictive
control has been proposed. The proposed method aims to track
the ac reference currents and eliminate the circulating currents.
Based on the two  objectives, the optimal upper-arm voltage and
lower-arm voltage for a MMC  bridge can be found. Based on the
desired voltage level, capacitor voltages are sorted in order. When
the arm current is positive, the capacitors with lowest voltages will
be switched on to get charged. When the arm current is negative,
the capacitors with the highest voltages will be switched off to get

discharged. This method requires only sorting algorithms, which
makes it efficient for MMCs  with a large number of submodules.

The disadvantage of the above algorithm is its omission of the
dc-voltage constraint. The number of submodules to be switched

dx.doi.org/10.1016/j.epsr.2015.07.002
http://www.sciencedirect.com/science/journal/03787796
http://www.elsevier.com/locate/epsr
http://crossmark.crossref.org/dialog/?doi=10.1016/j.epsr.2015.07.002&domain=pdf
mailto:linglingfan@usf.edu
dx.doi.org/10.1016/j.epsr.2015.07.002
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Fig. 1. Simplified scheme o

n is required to be fixed in PWM  scheme and the MPC  scheme
roposed in [1]. In order to take this constraint into account, a math-
matical programming problem is formulated and solved using
euristic way. In many papers, commercial solvers such as CPLEX
re employed to solve MIP  problems [10,11]. However, for this
ower electronics application, it is not feasible to employ a com-
ercial solver. Firstly, the switching scheme will be programmed

n a chip. It is not possible to have a commercial solver on a chip.
econdly, commercial solvers use general methods to solve opti-
ization problems. In many cases, CPLEX has convergence issues

ue to its adoption of enumeration. For special optimization prob-
ems, a specific solving method will achieve much faster solving
peed than a commercial solver.

In this paper, the mathematical model of MPC-based (n + 1)-level
MC,  which has n submodules at each arm, is proposed in order to

rack ac reference current, mitigate circulating current and to keep
apacitor voltage nominal subject to selection of exactly n submod-
les to be trigged at each arm. The multi-objective optimization
roblem is then reformulated to a new model and the weight-

ng sum method is employed to merge the objectives. To solve

uch problem, two algorithms are represented to seek the optimal
olution for switching pattern. The first search algorithm design
emarkably reduces the size of feasible solution to n instead of
n
2n, but the simulation results shows that it has serious drawbacks

SMa1

SMa2

SMa3

SMa4

SMa5

SMa6

Vsm,n

VC,n

S1

S2

Fig. 2. The structure of MMC  submodules.
ltilevel modular converter.

in satisfying the objectives of MPC, which has led the authors to
an alternative algorithm for better performance while maintaining
the computation advantages. The second algorithm is developed by
applying a relaxation on the constraint of number of switched-on
submodules and increases the size of the feasible set to n2, which
introduces additional computation burden compared the first algo-
rithm especially for high values of n. However, it is proved in this
paper that this size can be cut down to 4 if appropriate weight-
ing factors are selected and checking just 4 of the solutions is
enough to find the optimal solution. This paper is focused on the
lower-level switching control design where the upper-level control
signals are assumed to be given as reference values. The efficiency
of the algorithms are finally tested via simulations in MATLAB Sim-
PowerSystems.

The following sections of the paper are organized as fol-
lows: Section 2 presents the MMC  mathematical model. Section
3 presents the MPC  strategy and the binary integer programming
solving algorithms. Section 4 reports the simulation results of MPC
based switching schemes. Section 5 concludes the paper.

2. Mathematical model of the MMC

2.1. System topology

Fig. 1 shows a simplified scheme for a three-phase MMC.  At each
phase of A, B, or C, there are two groups of switches on upper and
lower arms. Fig. 2 shows the structure of each arm of a 7-level MMC.
Each arm consists of 6 submodules (SM) each of which has two IGBT
switches and a capacitor. There are two inductors in each phase in
order to provide current control and limit the fault currents. The

voltage of each submodule is either equal to its capacitor voltage
VC,i or zero depending on the states of the two  switches. Table 1
lists the submodule output voltage. The on/off states of the two
switches of a submodule are always opposite to each other. The

Table 1
Submodule voltage.

State S1 S2 VSM

0(inactive) OFF ON 0
1(active)  ON OFF VC
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otal voltage of one arm will be the sum of its submodules’ voltages
nd the voltage across the inductor.

.2. MMC  circuit analysis

The ac current of each phase (e.g., phase a) can be represented by
he corresponding upper-arm (iup) and lower-arm (ilow) currents,
s below:

a = iup,a − ilow,a (1)

Hereafter, the subscripts “a”, “b”, and “c” standing for three
hases will be ignored for simplicity of the equations. One of the
bjectives of the MPC  control is to mitigate the circulating currents
n the arms. The total current in an upper-arm or lower-arm has
hree components: 1

3 of the dc current idc, a component related to
he ac current, and the circulating current iz. The following equa-
ions represent the relationship of the currents:

up = i

2
+ idc

3
+ iz (2)

low = − i

2
+ idc

3
+ iz (3)

Although iz only circulates through the converter legs and does
ot affect the AC side current, the circulating current has adverse

mpact on the voltage ripples of the capacitors, converter loss, and
ating of power electronic components of MMC.  Hence, the circu-
ating current must be mitigated.

Based on the above-mentioned Eqs. (2) and (3), the circulating
urrent flowing through each phase can be expressed in terms of its
pper-arm and lower-arm currents as well as and converter dc-side
urrent as follows:

z = iup + ilow

2
− idc

3
(4)

According to Fig. 1, the dynamic behavior of the each phase of
MC  is determined by the following equations:

up = Vdc

2
− l

diup

dt
− Ri − L

di

dt
− vs (5)

low = Vdc

2
− l

dilow

dt
+ Ri + L

di

dt
+ vs (6)

here vs denotes the grid voltage.
Subtracting Eq. (6) from (5) leads to

low − vup = l
di

dt
+ 2Ri + 2L

di

dt
+ 2vs (7)

hile adding the two equations results in

low + vup = Vdc − 2l
diz
dt

(8)

The dynamic of capacitor voltage of the submodule i is also
escribed by

dvCj

dt
= iupuj ∀j ∈ [1,  n] (9)

dvCj

dt
= ilowuj ∀j ∈ [n + 1, 2n] (10)

here uj = 1 if submodule j is active, and uj = 0 otherwise.

.3. Discrete model of MMC

According to (7) and its Euler’s approximation of the current
erivative, the next step value for ac-side current can be written as
(t + Ts) = 1
K ′

(
vlow(t + Ts) − vup(t + Ts)

2
− vs(t + Ts) + L′

Ts
i(t)

)

(11)
s Research 129 (2015) 105–113 107

where Ts is an adequately small sampling time step, L′ = L + l/2, and
K′ = R + L′/Ts. The time indices (t) and (t + Ts) denote the measured
values at current time and the predicted values for the next time
step, respectively. As the sampling frequency is assumed to be
large enough compared to grid frequency, the predicted value of
grid voltage vs(t + Ts) can be replaced by its measured value vs(t).
vup(t + Ts) and vlow(t + Ts) are the predicted upper-arm and lower-
arm voltages which are defined as

vup(t + Ts)  =
n∑

j=1

vCj(t + Ts)uj (12)

vlow(t + Ts)  =
2n∑

j=n+1

vCj(t + Ts)uj (13)

where, according to (9) and (10),

vCj(t + Ts)  = vCj(t) +
(

Tsiup(t)
C

)
uj ∀j ∈ [1,  n] (14)

vCj(t + Ts)  = vCj(t) +
(

Tsilow(t)
C

)
uj ∀j ∈ [n + 1, 2n] (15)

The discrete description of (8) leads to the following equation
to represent the next-step circulating current:

iz(t + Ts) = Ts

2l
(Vdc − vlow(t + Ts) − vup(t + Ts)) + iz(t) (16)

3. Model predictive control

3.1. MPC multiobjective problem

According to the mathematical model of the MMC, an MPC strat-
egy is proposed in this section. The proposed MPC  strategy seeks the
best switching sequences of ui to control ac-side current, capacitor
voltage, and circulating current simultaneously.

Three objectives have been defined for MMC  control in the lit-
erature [1]:

i to track the ac-side current (i) of all phases to their reference
values (iref),

ii to mitigate the circulating current iz flowing between the con-
verter legs, and

iii to regulate all the capacitor voltages on their nominal value
(Vdc/n).

Assuming that the capacitor voltages are kept very close to their
nominal value (Vdc/n), one constraint on total number of switched-
on submodules is defined. Indeed, half of the submodules on each
phase must be switched on and the other half must be off, all the
time. The multi-objective optimization problem is illustrated as
below:

min |iref − i(t + Ts)|
min |iz(t + Ts)|

min
∣∣∣VCi

(t + Ts) − Vdc

n

∣∣∣
over : {u1, u2, . . .,  un} (17)
subject to : (11)–(16)
2n∑
i=1

ui = n
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.2. Optimization alternative 1

.2.1. Problem reformulation
Let us define (·)*(t + Ts) to be the ideal value of corresponding

ariable for the next time step. By replacing the variables in (11) by
heir ideal values implying exact AC current tracking,

∗(t + Ts) = iref

= 1
K ′

(
v∗

low
(t + Ts) − v∗

up(t + Ts)

2
− vs(t + Ts) + L′

Ts
i(t)

)
(18)

hich leads to the following relation between v∗
low

and v∗
up:

∗
low(t + Ts) − v∗

up(t + Ts) = 2K ′iref (t + Ts) + 2vs(t) − 2L′

Ts
i(t) (19)

Likewise, for zero circulating current in the bridges, replacing
he ideal value of iz in (16) leads to

∗
z(t + Ts) = Ts

2l

(
Vdc − v∗

low(t + Ts) − v∗
up(t + Ts)

)
+ iz(t) = 0 (20)

hich determines another relation between v∗
low

and v∗
up which is

roposed below:

∗
low(t + Ts) + v∗

up(t + Ts) = Vdc + 2l

Ts
iz(t) (21)

The variables v∗
low

(t + Ts) and v∗
up(t + Ts) are derived from (19)

nd (21) as follows:

∗
low(t + Ts) =

(
Vdc

2
+ l

Ts
iz(t)

)
+

(
K ′iref (t + Ts) + vs(t) − L′

Ts
i(t)

)
(22)

∗
up(t + Ts) =

(
Vdc

2
+ l

Ts
iz(t)

)
−

(
K ′iref (t + Ts) + vs(t) − L′

Ts
i(t)

)
(23)

where Vdc is assumed to be constant. Let the variables �vlow ,
vup, and �i  denote the deviation of the corresponding variables

rom their ideal values, defined as below:

vlow = v∗
low − vlow (24)

vup = v∗
up − vup (25)

i  = iref − i(t + Ts) (26)

Subtraction of (11) from (18) gives an explanation of the first
bjective function (ac current deviation) in terms of v∗

up and v∗
low

, as
ollows:

i  = 1
2K ′

(
�vlow(t + Ts) − �vup(t + Ts)

)
(27)

The explanation of the second objective function (circulating
urrent) in terms of v∗

up and v∗
low

is also derived by subtracting (20)
rom (16):

z(t + Ts) = Ts

2l

(
�vlow(t + Ts) + �vup(t + Ts)

)
(28)

Hence, (27) and (28) can be applied to (17).

1 ∣ ∣

min

U
f1(U) =

2K ′
∣�vlow(t + Ts) − �vup(t + Ts)∣ (29)

min
U

f2(U) = Ts

2l

∣∣�vlow(t + Ts) + �vup(t + Ts)
∣∣ (30)
s Research 129 (2015) 105–113

min
U

f3(U) =
2n∑
i=1

|VCi
(t + Ts) − Vdc

n
| (31)

subject to : (11)–(16), (22)–(25)
2n∑
i=1

ui = n

U = [u1, u2, . . .,  u2n] : uk ∈ {0, 1}∀k ∈ [1,  2n]

(32)

Applying weighted sum method to the optimization problem
(17) leads to the following formulation, which is called P1 hereafter:

min
U

f4(U) = �

2K ′
∣∣�vlow(t + Ts) − �vup(t + Ts)

∣∣
+ �zTs

2l

∣∣�vlow(t + Ts) + �vup(t + Ts)
∣∣ (33)

min
U

f3(U) =
2n∑
i=1

∣∣∣VCi
(t + Ts) − Vdc

n

∣∣∣ (34)

subject to : (11)–(16), (22)–(25)
2n∑
i=1

ui = n

U = [u1, u2, . . .,  u2n] : uk ∈ {0, 1}∀k ∈ [1,  2n]

(35)

where the first objective is derived by applying the weighted sum
method to the objective functions f1(U) and f2(U) with coefficients
� and �z, respectively. The weighted sum method with equal coef-
ficient is also employed to merge the third objective function to a
single objective function for capacitor voltage deviation.

3.2.2. Solution Algorithm 1
The approach proposed in this paper to solve the multi-objective

optimization problem P1 includes three steps. First, the function
corresponding to the capacitor voltage deviation (34) sorts the sub-
modules to be switched on. Next, the priorities defined are used
to form the feasible solution sets considering the constraint (32).
Finally, the objective function (33) determines the best switching
pattern based on the feasible solution sets determined previously.

Step 1. This step minimizes the second objective function (34)
by sorting the submodules on both the upper and lower arm.
According to (14), the direction of iup defines whether the capaci-
tor voltages of the upper-arm submodules are subjected to increase
or decrease. Since the capacitor of a switched-on submodule gets
charged when iup > 0, the algorithm prefers to select the sub-
modules with least capacitor voltages. Thus they are sorted in
the ascending order. Likewise, the submodules are sorted in the
descending order if iup < 0. Let the vector Vsort

Cup
= [Vsort

C1
, . . .,  Vsort

Cn
]

denote the submodule voltages on the upper-arm after sorting.
The algorithm applies the same logic to sort the submodules on
the lower-arm to define the vector Vsort

Clow
= [Vsort

Cn+1
, . . .,  Vsort

C2n
].

Step 2. Having the submodules sorted based on their capacitor
voltages, the algorithm calculates the cumulative sum vectors of the
components of Vsort

Cup
and Vsort

Clow
. The sets of cumulative sum values

are denoted as Vsum
Cup

and Vsum
Clow

are defined as below:
Vsum
Cup

= {˛k : k = 0, 1, . . .,  n} (36)

Vsum
Clow

= {ˇk : k = 0, 1, . . .,  n} (37)
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here

˛0 = ˇ0 = 0

˛k =
k∑

i=1

Vsort
Ci

∀k ∈ [1,  n]

ˇk =
n+k∑

i=n+1

Vsort
Ci

∀k ∈ [1,  n]

To make sure that the number of the submodules that switched
n is n, the sum of the subscripts of  ̨ and  ̌ should add up to n.
ig. 3(a) describes all n + 1 feasible solutions U ∈ S where each ↔
epresents one feasible solution.

Step 3. The size of feasible set is now remarkably lower than
hat introduced in [1]. The algorithm then compares the objective
unction (33) for all feasible solutions to find the optimal solu-
ion U* = argminf4(U) : U ∈ S. If more than one U ∈ S minimizes the
unction f4, the one returning less value for f3 is the final solution.

.3. Optimization alternative 2

.3.1. A relaxation to the problem P1
The simulation results of the algorithm and optimization prob-

em P1 illustrates that the constraint (32) has an adverse impact
n the circulating current. The constraint, in fact, restricts the algo-
ithm from selecting the most appropriate solution to mitigate the
irculating current. In this section, a modified version of the opti-
ization problem P1 is solved to overcome this problem. The first
odification is to eliminate the constraint (32) from the optimiza-

ion problem. Therefore, the algorithm is able to switch on as many
ubmodules as required to reach v∗

up and v∗
low

. Second, the weighting

actors � and �z are set on the values 2K′ and 2l
Ts

, respectively. Hav-
ng the first and second modifications applied to P1, it is changed
o the following format which will be called P2 hereafter:

in
U

f5(U) =
∣∣�vlow(t + Ts) − �vup(t + Ts)

∣∣
+

∣∣�vlow(t + Ts) + �vup(t + Ts)
∣∣ (38)

in
U

f3(U) =
2n∑∣∣∣VCi

(t + Ts) − Vdc

n

∣∣∣ (39)
i=1

subject to : (11)–(16), (22)–(25)

U = [u1, u2, . . .,  u2n] : uk ∈ {0, 1}∀k∈[1,2n]

ig. 3. (a) Feasible solution set of P1 according to Algorithm 1, (b) Feasible solution
et of P2 according to Algorithm 2.
s Research 129 (2015) 105–113 109

3.3.2. Solution Algorithm 2
Similar to the previous algorithm, Solution Algorithm 2 solves

the multiobjective problem P2 in three steps.
Step 1. The first step is to sort the submodules according to

their capacitor voltages and the sign of upper-arm and lower-arm
currents, which is described in the first step of Algorithm 1. Vsort

Clow

and Vsort
Clow

are the outputs of step 1.
Step 2. Having the submodules sorted, sets of Vsum

Cup
and Vsum

Clow
are

defined using (36) and (37). The feasible solution set S includes
the switching sequences associated with any (˛i, ˇj) ∈ Vsum

Cup
× VCup .

Fig. 3(b) represents the combinations of vup and vlow which form
feasible solutions of the optimization problem P2, where each ↔
represents one feasible solution. The total number of the feasi-
ble sets are (n + 1)2. Although the searching space is significantly
reduced compared to the number of the sets examined in [1], it still
needs significant computational efforts to compare the resulting
objective f5 for each feasible set and find the optimal set, especially
for the converters with large number of submodules, e.g. n = 400.
The reasoning provided in the next step makes the solution much
more efficient.

Step 3. According to proof stated in Appendix A, if v∗
up ∈ [˛i, ˛i+1)

and v∗
low

∈ [ˇj, ˇj+1), the objective function f5 is needed to be cal-
culated for just four (vup, vlow) combinations belonging to

{(˛i, ˇj), (˛i+1, ˇj), (˛i, ˇj+1), (˛i+1, ˇj+1)

to determine the optimal switching pattern. In case more than one
U ∈ S′ minimizes the function f5(U), the one returning lower value
for f3(U) is the final solution.

Remark 1: The first two objective functions in (17) are translated
in terms of vup − v∗

up and vlow − v∗
low

in (29) and (30), which cannot be
completely fulfilled due to the discrete nature of the problem. The
sorting algorithm proposed for capacitor voltage regulation also
makes it worse due to remarkably decreasing the number of possi-
ble solution. Elimination of the constraint (32) is indeed a trick to
compensate the effect of voltage sorting algorithm on the number
of possible solutions. Consider a case where iup > 0 and ilow > 0. In
such a case, the sorting algorithm puts the submodules with low-
est capacitor voltages in priority on both upper and lower arms.
Most likely, selecting exactly n submodules with lowest voltages
will result in vup + vlow � Vdc − 2l diz

dt . Relaxing the constraint (32)
enables the algorithm to consider more submodules to be switched
on, which might help the algorithm to fulfill vup + vlow ≈ Vdc − 2l diz

dt .
The simulation results provided below demonstrates that the total
number of switched-on submodules on upper and lower arms
(
∑n

i=1ui) is equal to either n most of the time, which results in
a good regulation of dc link voltage.

Remark 2: Both switching methods are summarized as Algo-
rithm 1 and Algorithm 2 below.

Algorithm 1. With constraints on number of active submodules.

for all phases a,b,c do
Collect measurements of capacitor voltages, arm currents, and

dc current.
Calculate v∗

low
and v∗

up using (22)–(23).
if iup > 0 then

Sort {VCi
|i = 1, · · ·,  n} in ascending order and call the vector

Vsorted
Cup

.

else

Sort {VCi

|i = 1, · · ·,  n} in descending order and call the vector
Vsorted

Cup
.

end if
if ilow > 0then



1  Systems Research 129 (2015) 105–113
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Table 2
Case study parameters.

Quantity Value

MMC  nominal power 50 MVA
Nominal DC voltage Vdc 60 kV
Submodule capacitor Csm 2500 �F
Carrier signal frequency f 2.5 kHz
Output current reference Iref 300 A
R  0.03 �
L  5 mH

total number of switched-on submodules. In contrary, Algorithm 2
has more freedom to seek the best solution for circulation current
suppression.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0

2

4

6

N
up

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0

2

4

6

N
lo

w

4

6

8

N
to

ta
l Algorithm1
10 V.R. Disfani et al. / Electric Power

Sort {VCi
|i = n + 1, · · ·, 2n} in ascending order and call the vec-

tor Vsorted
Clow

.
else

Sort {VCi
|i = n + 1, · · ·, 2n} in descending order and call the

vector Vsorted
Clow

.
end if
Create the vectors Vsum

Cup
and Vsum

Clow
as defined in (36)–(37).

for any k ∈ 0, 1, · · · , n do
Calculate Ak = f5(O(˛k, ˇn−k)) using (38).
Calculate Bk = f3(O(˛k, ˇn−k)) using (39).

end for
Find the minimum value of Ak and save the corresponding

sequences of O(˛k, ˇn−k) in the set U*.
Find the minimum value of Bk for the sequences belonging to U*

and report the corresponding sequence as the final solution.
end for

lgorithm 2. No constraints on number of active submodules.

for all phases a,b,c do
Collect measurements of capacitor voltages, arm currents, and

dc current.
Calculate v∗

low
and v∗

up using (23)–(24).
if iup > 0 then

Sort {VCi
|i = 1, · · ·,  n} in ascending order and call the vector

Vsorted
Cup

.

else
Sort {VCi

|i = 1, · · ·,  n} in descending order and call the vector
Vsorted

Cup
.

end if
if ilow > 0 then

Sort {VCi
|i = n + 1, · · ·, 2n} in ascending order and call the vec-

tor Vsorted
Clow

.
else

Sort {VCi
|i = n + 1, · · ·, 2n} in descending order and call the

vector Vsorted
Clow

.
end if
Create the vectors Vsum

Cup
and Vsum

Clow
as defined in (36)–(37).

Define i such that ˛i ≤ v∗
up < ˛i+1.

Define j such that ˇj ≤ v∗
low

< ˇj+1.
Let k = 0.
for any (˛, ˇ) ∈ {˛i, ˛i+1} × {ˇj, ˇj+1} do

Calculate Ak = f5(O(˛, ˇ)) using (38).
Calculate Bk = f3(O(˛, ˇ)) using (39).
Let k = k + 1.

end for
Find the minimum value of Ak and save the corresponding

sequences of O(˛, ˇ) in the set U*.
Find the minimum value of Bk for the sequences belonging to U*

and report the corresponding sequence as the final solution.
end for

. Case study

.1. Study system

This section evaluates the performance of an MMC  system of
ig. 1. The case study is performed against a back-to-back MMC
ystems with no common capacitor connected to dc link, in order

o evaluate the effects of switching on dc link voltage as well. Both

PC  strategies proposed in this paper (Algorithm 1 and Algorithm
) are applied on this system to compare the performance. In
ractice, an MMC-HVDC can have a large number of submodules
l  3 mH
Sampling period Ts 25 �s

in each arm. In order to simplify the simulation study without loss
of generality, a 7-level MMC  is considered and simulated in MAT-
LAB/Simpowersystem environment. The system parameters are
given in Table 2. The ac-side voltage is expected to be 52 kV(line-to-
line, peak value), and the reference of the ac-side current is 300 A
in phase with the ac voltage. For Algorithm 1, the weighting factors
� and �z are selected equal to one another, e.g. � = �z = 1. Increasing
�z in respect to � improves the circulating current minimization,
but would have adverse effects on ac current tracking.

4.2. Simulation result

Figs. 4 and 5 present the comparison of Nup, Nlow and the total
number of switched-on submodules for both cases. The switching
scheme based on Algorithm 1 results in total six submodules to
be switched on at all time. However, for Algorithm 2, due to the
relaxation, the total number of submodules to be switched on can
be also 7 or 5. However, according to the percentage of the total
number of switched-on submodules for Algorithm 2 based on the
simulation results which is illustrated in Fig. 6, in 75% percent of the
switching sequences the total number of the submodules turned on
is equal to 6. This value is equal to 5 and 7 in 11% of the incidents,
each.

Fig. 7 presents the circulating current in phase a. In Algorithm 1,
the circulating current is not well mitigated due to the constraint on
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
Time (sec)

Fig. 4. Number of active submodules in the upper arm, the lower arms and the
entire bridge for Algorithm 1.
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Fig. 5. Number of active submodules in the upper arm, the lower arms and the
entire bridge for Algorithm 2.
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Fig. 6. Histogram of the number of active submodules for Algorithm 2, obtained
from simulations.
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Fig. 7. Circulating current in different switching methods.
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Fig. 8. Output phase current in different switching methods.
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Fig. 9. Capacitor voltage in different switching methods.
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Fig. 10. DC link voltage signal for switching Algorithm 2.

Fig. 8 presents the ac currents for the three cases. Both algo-
rithms lead to an appropriate switching scheme from current
tracking point of view. The ac current waveforms completely follow
the sinusoidal current reference with correct amplitude and phase.

As shown in Fig. 9, where the first submodule’s capacitor voltage
is depicted for both algorithms, Algorithm 1 results in a ±10% ripple
on capacitor voltage mostly because of its unsuccessful mitigation
of the circulating current. In contrast, the capacitor voltage of the
case simulated by Algorithm 2 has just ±1% ripple which proves
the efficiency of this algorithm for this objective as well.

Fig. 10 also shows the dc voltage link voltage throughout the
simulation time for Algorithm 2. According to the results shown in
Fig. 10 the dc link voltage varies between 0.9 and 1.1 pu during

simulation. However, the histogram of the dc link voltage sig-
nal illustrated in Fig. 11 resembles a normal distribution with a
mean value and a standard deviation equal to � = 0.9972 pu and
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Fig. 11. Histogram of DC link voltage values for Algorithm 2, obtained from simu-
lation results.
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Fig. 12. Geometric representation of solution set 

 = 0.0344 pu, respectively. That is, the dc link voltage is well reg-
lated since the mean value is sufficiently close to 1 pu and the
tandard deviation is less the negligible value of 3.5%.

. Conclusion

In this paper, binary integer programming based MPC  strate-
ies with significantly less computing effort has been proposed to
ontrol the ac currents, keep the capacitor voltages nominal, and
itigate the circulating currents. The algorithm also determines
hich submodules to be switched on/off for the next time step

ccording to the corresponding upper/lower current. The proposed
lgorithms use sorting to find the feasible solution sets. These fea-
ible solution sets are then compared for their objective values.
he performance of the proposed methods are evaluated via simu-
ation in MATLAB SimPowerSystems. The proposed MPC  schemed
re compared for their control effort and performance. It is found
hat MPC  based schemes are capable to achieve better ac current
racking and circulating current elimination.

ppendix A.

In this section, it is proved that the optimal solution of P2 cannot
ie on any feasible solution other than (˛i, ˇj),(˛i+1, ˇj),(˛i, ˇj+1), and
˛i+1, ˇj+1) if v∗

up ∈ [˛i, ˛i+1) and v∗
low

∈ [ˇj, ˇj+1).
Let us define Vsum

C = Vsum
Cup

× Vsum
Clow

and the function O : Vsum
C → U

apping any (˛i, ˇj) ∈ Vsum
C to its corresponding switching Ui,j ∈ U

uch that Ui,j = O(˛i, ˇj). Fig. 12 illustrates a geometric representa-
ion of the feasible set S assuming that v∗

up ∈ [˛i, ˛i+1) and v∗
low

∈
ˇj, ˇj+1). The subset S′ ⊂ S is also defined as

′ = {O(˛i, ˇj), O(˛i+1, ˇj), O(˛i, ˇj+1), O(˛i+1, ˇj+1)}
hich includes the switching sequences corresponding to the
oints 1–4 shown in Fig. 12.

Claim: The optimal solution in feasible set S certainly belongs to
he subset S′, that is, { min  f5(U) : U ∈ S′} = { min  f5(U) : U ∈ S}.
um × O and different regions of feasible solutions.

Proof: For any feasible solution Uk,l = O(˛k, ˇl), the objective
function (38) equals to

f5(Uk,l) = 2 × max
{

|˛k − v∗
up|, |ˇk − v∗

low|
}

(40)

Having the Region 1 in Fig. 12 defined as R1 = {(k, l)|k ≤ i, l ≤ j}
spanning the feasible solution subset S1 = {Uk,l|k ≤ i, l ≤ j}, we have∣∣˛i − v∗

up

∣∣ ≤
∣∣˛k − v∗

up

∣∣∣∣ˇj − v∗
low

∣∣ ≤
∣∣ˇl − v∗

low

∣∣
for any (k, l) ∈ R1, which leads to

min{f5(U) : U ∈ S1} = f5(Ui,j) (41)

regarding (40). Similarly, the subsets

S2 = {Uk,l|k ≤ i, l > j + 1}
S3 = {Uk,l|k > i + 1, l > j + 1}
S4 = {Uk,l|k > i + 1, l ≤ j}

are respectively associated with the Regions 2–4 in Fig. 12. Extend-
ing the justification discussed for Region 1 to the Regions 2–4
illustrates that

min{f5(U) : U ∈ S2} = f5(Ui,j+1) (42)

min{f5(U) : U ∈ S3} = f5(Ui+1,j+1) (43)

min{f5(U) : U ∈ S4} = f5(Ui+1,j). (44)

According to (41)–(44), the optimal solution definitely lies
on one of the solutions belonging to the subset S′, and the claim
is proved. Thus, the algorithm suffices to compare the value of
f5(U) for the feasible solutions belonging to S′ to seek the optimal
solution.
References

[1] J. Qin, M. Saeedifard, Predictive control of a modular multilevel converter
for a back-to-back HVDC system, Power Delivery, IEEE Trans. 27 (3) (2012)
1538–1547, http://dx.doi.org/10.1109/TPWRD.2012.2191577

dx.doi.org/10.1109/TPWRD.2012.2191577
dx.doi.org/10.1109/TPWRD.2012.2191577
dx.doi.org/10.1109/TPWRD.2012.2191577
dx.doi.org/10.1109/TPWRD.2012.2191577
dx.doi.org/10.1109/TPWRD.2012.2191577
dx.doi.org/10.1109/TPWRD.2012.2191577
dx.doi.org/10.1109/TPWRD.2012.2191577
dx.doi.org/10.1109/TPWRD.2012.2191577
dx.doi.org/10.1109/TPWRD.2012.2191577


System

[10] Y. Fu, M.  Shahidehpour, Fast SCUC for large-scale power systems, IEEE Trans.
Power Syst. 22 (4) (2007) 2144–2151.

[11] D. Streiffert, R. Philbrick, A. Ott, A mixed integer programming solution for
V.R. Disfani et al. / Electric Power 

[2] M.  Saeedifard, R. Iravani, Dynamic performance of a modular multilevel back-
to-back HVDC system, Power Delivery, IEEE Trans. 25 (4) (2010) 2903–2912,
http://dx.doi.org/10.1109/TPWRD.2010.2050787

[3] A. Lesnicar, R. Marquardt, An innovative modular multilevel converter topology
suitable for a wide power range, in: Power Tech Conference Proceedings, 2003
IEEE Bologna, 2003, p. 6, http://dx.doi.org/10.1109/PTC.2003.1304403

[4] G. Ding, G. Tang, Z. He, M.  Ding, New technologies of voltage source converter
(VSC) for HVDC transmission system based on VSC, in: Power and Energy Soci-
ety  General Meeting – Conversion and Delivery of Electrical Energy in the
21st Century, 2008 IEEE, 2008, pp. 1–8, http://dx.doi.org/10.1109/PES.2008.
4596399

[5] T.M. Iversen, S.S. Gjerde, T. Undeland, Multilevel converters for a 10 mw,  100
kv  transformer-less offshore wind generator system, in: Power Electronics and

Applications (EPE), 2013 15th European Conference on, 2013, pp. 1–10, http://
dx.doi.org/10.1109/EPE.2013.6634753

[6] M.  Hagiwara, H. Akagi, Control and experiment of pulsewidth-modulated
modular multilevel converters, Power Electronics, IEEE Trans. 24 (7) (2009)
1737–1746, http://dx.doi.org/10.1109/TPEL.2009.2014236
s Research 129 (2015) 105–113 113

[7] M.  Hagiwara, H. Akagi, Experiment and simulation of a modular push-pull PWM
converter for a battery energy storage system, IEEE Trans. Ind. Appl. (2013),
http://dx.doi.org/10.1109/TIA.2013.2274471

[8] Y. Wan, S. Liu, J. Jiang, Generalised analytical methods and current-energy con-
trol  design for modular multilevel cascade converter, IET Power Electronics 6
(3)  (2013) 495–504.

[9] Y. Ma,  Z. Miao, V. Disfani, L. Fan, A one-step model predictive control for
modular multilevel converters, in: Power and Energy Society General Meet-
ing (PES), 2014 IEEE, 2014, pp. 1–5, http://dx.doi.org/10.1109/PESMG.2013.
6672071
market clearing and reliability analysis, in: Power Engineering Society General
Meeting, 2005 IEEE, 2005, pp. 2724–2731.

dx.doi.org/10.1109/TPWRD.2010.2050787
dx.doi.org/10.1109/TPWRD.2010.2050787
dx.doi.org/10.1109/TPWRD.2010.2050787
dx.doi.org/10.1109/TPWRD.2010.2050787
dx.doi.org/10.1109/TPWRD.2010.2050787
dx.doi.org/10.1109/TPWRD.2010.2050787
dx.doi.org/10.1109/TPWRD.2010.2050787
dx.doi.org/10.1109/TPWRD.2010.2050787
dx.doi.org/10.1109/TPWRD.2010.2050787
dx.doi.org/10.1109/PTC.2003.1304403
dx.doi.org/10.1109/PTC.2003.1304403
dx.doi.org/10.1109/PTC.2003.1304403
dx.doi.org/10.1109/PTC.2003.1304403
dx.doi.org/10.1109/PTC.2003.1304403
dx.doi.org/10.1109/PTC.2003.1304403
dx.doi.org/10.1109/PTC.2003.1304403
dx.doi.org/10.1109/PTC.2003.1304403
dx.doi.org/10.1109/PTC.2003.1304403
dx.doi.org/10.1109/PES.2008.4596399
dx.doi.org/10.1109/PES.2008.4596399
dx.doi.org/10.1109/PES.2008.4596399
dx.doi.org/10.1109/PES.2008.4596399
dx.doi.org/10.1109/PES.2008.4596399
dx.doi.org/10.1109/PES.2008.4596399
dx.doi.org/10.1109/PES.2008.4596399
dx.doi.org/10.1109/PES.2008.4596399
dx.doi.org/10.1109/PES.2008.4596399
dx.doi.org/10.1109/EPE.2013.6634753
dx.doi.org/10.1109/EPE.2013.6634753
dx.doi.org/10.1109/EPE.2013.6634753
dx.doi.org/10.1109/EPE.2013.6634753
dx.doi.org/10.1109/EPE.2013.6634753
dx.doi.org/10.1109/EPE.2013.6634753
dx.doi.org/10.1109/EPE.2013.6634753
dx.doi.org/10.1109/EPE.2013.6634753
dx.doi.org/10.1109/EPE.2013.6634753
dx.doi.org/10.1109/TPEL.2009.2014236
dx.doi.org/10.1109/TPEL.2009.2014236
dx.doi.org/10.1109/TPEL.2009.2014236
dx.doi.org/10.1109/TPEL.2009.2014236
dx.doi.org/10.1109/TPEL.2009.2014236
dx.doi.org/10.1109/TPEL.2009.2014236
dx.doi.org/10.1109/TPEL.2009.2014236
dx.doi.org/10.1109/TPEL.2009.2014236
dx.doi.org/10.1109/TPEL.2009.2014236
dx.doi.org/10.1109/TIA.2013.2274471
dx.doi.org/10.1109/TIA.2013.2274471
dx.doi.org/10.1109/TIA.2013.2274471
dx.doi.org/10.1109/TIA.2013.2274471
dx.doi.org/10.1109/TIA.2013.2274471
dx.doi.org/10.1109/TIA.2013.2274471
dx.doi.org/10.1109/TIA.2013.2274471
dx.doi.org/10.1109/TIA.2013.2274471
dx.doi.org/10.1109/TIA.2013.2274471
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0040
dx.doi.org/10.1109/PESMG.2013.6672071
dx.doi.org/10.1109/PESMG.2013.6672071
dx.doi.org/10.1109/PESMG.2013.6672071
dx.doi.org/10.1109/PESMG.2013.6672071
dx.doi.org/10.1109/PESMG.2013.6672071
dx.doi.org/10.1109/PESMG.2013.6672071
dx.doi.org/10.1109/PESMG.2013.6672071
dx.doi.org/10.1109/PESMG.2013.6672071
dx.doi.org/10.1109/PESMG.2013.6672071
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0050
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055
http://refhub.elsevier.com/S0378-7796(15)00212-6/sbref0055

	Fast model predictive control algorithms for fast-switching modular multilevel converters
	1 Introduction
	2 Mathematical model of the MMC
	2.1 System topology
	2.2 MMC circuit analysis
	2.3 Discrete model of MMC

	3 Model predictive control
	3.1 MPC multiobjective problem
	3.2 Optimization alternative 1
	3.2.1 Problem reformulation
	3.2.2 Solution Algorithm 1

	3.3 Optimization alternative 2
	3.3.1 A relaxation to the problem P1
	3.3.2 Solution Algorithm 2


	4 Case study
	4.1 Study system
	4.2 Simulation result

	5 Conclusion
	References
	References


